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Abstract 
Keywords are index terms that contain most important 
information. Automatic keyword extraction is the task to identify 
a small set of words , keyphrases or keywords from a document 
that can describe the meaning of document. Keyword extraction 
is considered  as core technology of all automatic processing for 
text materials. In this paper, a Survey of Keyword Extraction 
techniques have been  presented that can be applied to extract 
effective keywords that uniquely identify a document.  
Keywords:Keyword Extraction, Approaches, Keywords and 
Document . 

1. Introduction 

Keywords play  a crucial role in extracting the correct 
information as per user requirements. Everyday thousands 
of books , papers are published which makes it very 
difficult to go through all the text material ,instead there is 
a need of good information extraction or summarization 
methods which provide the actual contents of a given 
document. As such effective keywords are a necessity. 
Since keyword is the smallest unit  which express meaning 
of entire document , many applications can take advantage 
of it such as automatic indexing , text summarization , 
information retrieval , classification , clustering , filtering , 
cataloging , topic detection and tracking , information 
visualization , report generation , web searches , etc.[1] 
    Existing methods about Automatic Keyword Extraction 
can be divided into four categories:- 

 Simple Statistics Approach : 
These methods are simple and do not need the training 
data. The statistical information of the words can be used 
to identify the keywords in the document. Cohen uses N-
Gram statistical information to automatically index the 
document. N-Gram is language  and domain independent. 
Other statistical methods include word frequency, 
TF*IDF, word co-occurrence, etc[7]. 

 Linguistics Approach : 

These approaches use the linguistic features of the words 
mainly sentences and documents. The linguistic approach 
includes the lexical analysis, syntactic analysis discourse 
analysis  and so on. 

 Machine Learning Approaches : 
Keyword Extraction can be seen as supervised learning, 
Machine Learning approach employs the extracted 
keywords from training documents to learn a model and 
applies the model to find keywords from new documents. 
This approach includes Naïve Bayes, Support Vector 
Machine, etc. 

 Other approaches : 
Other approaches about keyword extraction  mainly 
combines the methods mentioned above or use some 
heuristic knowledge in the task of keyword extraction, 
such as the position, length, layout feature of words, html 
tags around of the words, etc. 
    Various extraction methods discussed are for single 
document but these can further applied to multiple 
documents as per their suitability [12]. Keywords are 
extracted by identifying the noun phrase as noun phrase 
comprises  very crucial information about the text 
document. The keywords are choosed based on their 
linguistic features [2] and informative features [6] such as 
highlighted words. Query-focused and the words in 
abstracts or titles can be the part of candidate keywords. 
Methods such as co-occurrence [8],[14] and machine 
learning [15],[16] have been used for extracting keywords 
from a single document. Topics are detected using 
keyword clustering. In addition extracting and clustering  
related keywords based on history of query frequency [11] 
is also one of the methodology adopted.  In the following 
sections various approaches for selecting effective 
keywords are elaborated. 
 

2. Identify Noun Phrase As Keyword 
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  Nouns contain bulk of information and this keyword 
extraction algorithm requires a morphological analyzer 
and rules or grammar for finding simple noun phrases. 
Since noun phrases are extracted and become candidate 
keywords. The noun phrases are scored and clustered and 
then clusters are scored. The shortest noun phrase from the 
highest scoring clusters are then used as keywords. 
The keyword extraction algorithm[1] overview: 
 a)   Morphological Analysis 

 Word Segmentation 
 Part of Speech Tagging 
 Stemming 

b) NounPhrase Extraction and Scoring  
 Noun Phrase Extracted 
 Stopwords Removed        
 Noun Phrase Scored using       

UnigramFrequency: 
     UF(NP)= |NP| Σi=0UnigramFrequency(Wi) 
  
Score(NP)=UF(NP)*NPF(NP) 

                         |NP| 
 

 
Fig .1. Keyword Extraction Algorithm 

 
c) NounPhrase Clustering and Scoring 

 Clusters are formed having a common word 
 Clusters are scored 

 
     Score(Cluster)= |cluster|Σi=0Score(NPi)          

                                      |cluster | 
d) Choosing Keywords 

 Shortest length noun phrase choosed as 
keyword. 

         
3. Term Frequency-Inverse Document 

Frequency 
 

   TF-IDF  weight evaluates the importance of a word to a 
document in a collection. Importance increases 
proportionally to number of times a word appears in 
document but is offset by frequency of word in corpus [3]. 
Term Ti in particular document Dj 

Term frequency is, 
 

tfij=(ni,j)/ Σknk,j 

 

   where  ni,j  is number of occurences of considered 
term(ti) in document dj 
and denominator is the sum of number of occurrences of 
all terms in dj. 

 

Inverse Document Frequency[20] is a measure of general 
importance of term obtained by dividing number of all 
documents by number of documents containing the term 
and then taking logarithm of  the quotient 
 
Idfi=log |D| 
        |{d:ti€d}| 
Where, |D|is total number of documents in corpus and the 
denominator is number of documents where ti appears. 
Hence 
    (tf-idf)i,j=tfi,j×idfi 

 

But the limitation of this method is that it does not work 
for single document since there are no other documents to 
compare keywords to algorithms, so it will choose 
keywords based on term frequency. 
 

4.Selection Based On Informative Features 
 
    Words are found in various forms of writing in 
documents which provides additional information about 
the importance of words[6]. There are various informative 
features such as, 

 Words emphasized by application of bold, italic 
or underlined fonts, 

 Words typed or written in upper case, 
 The size of the font applied, 
 Normalized Sentence Length , which is the ratio 

of number of words occurring in sentence over 

Morphological 
      Analysis 

NP Extraction and  
       Scoring 

NP Clustering and    
       Scoring  

     
     Keywords 

…… 
Doc 
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number of words occurring in the longest 
sentence of the document, 

 Cue-phrases are sentences beginning with 
summary  phrase(in conclusion or in particular) 
and transition phrase like however, but, yet, 
nevertheless. 

 
 

5. Query Focused Keyword Extraction 
 
     According to this method, keywords correlate to the 
query sentence and denote the main content of document. 
It calculates query related feature and then obtains 
importance of word [9]. The whole system worked as 
follows, 

 Query 
 Sentence-Pruning 
 Query-Related Feature 
 Keywords are selected 

   The relevant degree of words w1 and w2 is calculated by 
taking window of length K words. All words in window 
are said to co-occur with first word with strengths 
inversely proportional to distance between them. 
If n(w1,k,w2) is the number of w1 and w2 co-occur in the 
window, where k denotes real distance between w1 and 
w2 when they are co-occurred. 
 
The relevant degree R(w1,w2)  is   calculated   by, 
      R(w1,w2)= KΣk=0w(k)*n(w1,k,w2) 
 
Then query-related feature of word  wi  is , 
       F1(wi)=

qwt-1 Σ j=0 R(wi,wj) 
 
 

6. Position Weight Algorithm 
 

   Words in different positions carry different entropy as if  
same word appears in introduction and conclusion 
paragraphs, the word carries more information. This 
Position Weight method record the importance of a word 
position. It uses three important elements, 

 Paragraph weight 
 Sentence weight 
 Word weight 

If the paragraph(pj) is main title or subtitle, leading or 
concluding paragraph, it carries more weight than 
common paragraph. 
   First and concluding sentences (sk) are more important 
than the example sentences which are weighed nearly 
zero. 
   Likewise words (wr) that are capitalized plus some digits 
are heavily weighed than other common words[2]. 

The total weight of the term t in document is the sum of 
weights of all positions it appears. If term t appears m 
times in document d, its PW is 
        PW(t,d)=mΣi=1pw(ti) 
Where pw of a term in a specific position as  

Pw(ti) = pw(ti,pj).pw(ti,sk).pw(ti,wr) 
 
For preprocessing, text chunking and elimination of stop 

wordsthat are included in the Fox stop list[17] have been 
carried out and leaving special words having transmissible 
or negative meaning like ‘however’, ‘nevertheless’ and 
etc. Next is to stem the words using Krovetz algorithm[18] 
based on WordNet Dictionary[19]. Last is to calculate the 
PW on the algorithm described.  

 
7. Keyword Extraction Using 

Conditional Random Field(CRF) 
Model 

 

 
     Conditional random Field (CRF)  model works on 
document specific features. CRF [7] is a state of art 
sequence labeling method and utilize most of the features  
of documents sufficiently and effectively for efficient 
keyword extraction. At the same time, keyword extraction 
can be considered as string labeling. Here, keyword 
extraction based on CRF has been discussed. Using CRF 
model in keyword extraction has not been investigated 
previously. The results show that CRF model outperforms 
other machine learning methods such as support vector 
machines, multiple linear regression  model, etc. in the 
task of keyword extraction. 
 
   CRF model is a new probabilistic model for segmenting 
and labeling sequence data. CRF is an undirected 
graphical model that encodes a conditional probability 
distribution with a given set of features. In process of 
manual assignment keyword to a document, the content of 
document will be analyzed and comprehended firstly. 
Keywords which can express the meaning of document are 
then determined. Content analysis is the process that most 
of the units of a document such as the title, abstract, full-
text, references and so on,  be analyzed and 
comprehended. Sometimes, the entire document has to be 
read then summarize the content of document, and give 
the keyword finally. According to process of manual 
assignment keyword to a document, in this technique, the 
process is transferred to labeling  task of text sequences. In 
other words, a word or a phrase can be annotated with a 
label by a large number of features of them. Therefore 
keyword extraction algorithm based on CRF has been 
devised to extract keywords. It uses CRF++[13] tool to 
extract keywords. 
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The different kinds of features used are: 

 Local context features such as len, t, a, c, pos, etc. 
 Global context features such as T, A, H, L, R, etc. 

 
Process of CRF based keyword extraction:-  
 
  

 
Fig.2. CRF based Keyword Extraction Process 

 

7.1 Preprocessing and Features Extraction:-  
             The input is a document. Before CRF model  
         training, transfer the document into the tagging  
         sequences,  i.e.  a  bag  of words or phrases of a  
         document. For  a  new  document,  the sentence  
         segment  has  been  conducted,  and  pos  tagging 
         Then   the   features   mentioned   above   are  
         automatically extracted. The output of the feature 
         vectors, and each vector corresponds to a word or  
         a phrase. 

 
 

7.2 CRF Model Training:-     
       The input is a set of feature vectors by step  
    above. A CRF model has been trained that can  
    label the keyword type. In the CRF model, a    
    word or phrase  could be regarded as an  
    example, the    keyword has annotated by one  
    kind of labels, such    as ‘KW_B’, ‘KW_I’,  
    ‘KW_S’, ‘KW_N’,    ‘KW_Y’. The tagged data  
    are used to training the CRF model in advance.    
     In the CRF++ the output     is a CRF model file. 

 
7.3 CRF Labeling and Keyword Extraction:- 

 The input is a document. The document is  
           preprocessed and features are extracted. Then,  
           keyword type has been predicted using CRF  
           model. According to the keyword type, the  
           keywords of the document are extracted. 
 

7.4 Results Evaluation:- 
  Results of keyword extraction can be  

           evaluated by comparing these results with the  
           manual assignment results. 
 

8. Conclusion 
 

   As with the noun phrase  keyword extraction 
methodology, the only requirement is that the language 
have a morphological analyzer and rules for finding 
simple noun phrases. Since nouns contain bulk of the 
information, noun phrases are extracted and become 
candidate keywords. The noun phrases are scored and 
clustered and then the clusters are scored. The shortest 
noun phrase from the  highest scoring clusters are then 
used as the keywords. 

     The Position Weight algorithm automatically extract 
keywords from a single document using linguistic 
features. The results show that the PW algorithm has a 
great potential for extracting keywords, as it generates a 
better result than other existing approaches. 

     Using TF-IDF Variants, there are six different values 
for every word and filtering can be done by using cross-
domain comparison i.e. meaningless words have been 
removed. Furthermore, TTF(Table Term Frequency)[3]  
has been applied to more precise extraction of keywords. 
     CRF is a state of art sequence labeling method and 
utilize most of the features  of documents sufficiently and 
effectively for efficient keyword extraction. At the same 
time, keyword extraction can be considered as string 
labeling. Here, keyword extraction based on CRF has been 
discussed. Using CRF model in keyword extraction has 
not been investigated previously. The results show that 
CRF model outperforms other machine learning methods 
such as support vector machines, multiple linear 
regression  model, etc. in the task of keyword extraction. 
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