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Abstract 
Machine learning is the estimation of the topology (links) of the 
network, it can be achieved by utilizing a search algorithm 
through the possible network structures, because it is finding the 
best network that fits the available data and is optimally 
complex. In this paper, a greater importance is given to the 
search algorithm because we have assumed that the data will be 
complete. We focus on Two search algorithms are introduced to 
learn the structure of a Bayesian network in the paper. The 
heuristic search algorithm is simple and explores a limited 
number of network structures. On the other hand, the exhaustive 
search algorithm is complex and explores many possible 
network structures. 
Keywords: Structural learning, Search Algorithms, Heuristic 
Search, Exhaustive Search 

1. Introduction 

A Bayesian network, Bayes network, belief network or 
directed acyclic graphical model is a probabilistic 
graphical model that represents a set of random variables 
and their conditional dependencies via a directed acyclic 
graph (DAG). For example, a Bayesian network could 
represent the probabilistic relationships between diseases 
and symptoms. Given symptoms, the network can be used 
to compute the probabilities of the presence of various 
diseases. 
 
Formally, Bayesian networks are directed acyclic graphs 
whose nodes represent random variables in the Bayesian 
sense: they may be observable quantities, latent variables, 
unknown parameters or hypotheses. Edges represent 
conditional dependencies; nodes which are not connected 
represent variables which are conditionally independent 
of each other. Each node is associated with a probability 
function that takes as input a particular set of values for 
the node's parent variables and gives the probability of the 
variable represented by the node. For example, if the 
parents are m Boolean variables then the probability 
function could be represented by a table of 2m entries, one 
entry for each of the 2m possible combinations of its 
parents being true or false. 

Efficient algorithms exist that perform inference and 
learning in Bayesian networks. Bayesian networks that 
model sequences of variables (e.g. speech signals or 
protein sequences) are called dynamic Bayesian networks. 
Generalizations of Bayesian networks that can represent 
and solve decision problems under uncertainty are called 
influence diagrams. 
 
Because a Bayesian network is a complete model for the 
variables and their relationships, it can be used to answer 
probabilistic queries about them. For example, the 
network can be used to find out updated knowledge of the 
state of a subset of variables when other variables (the 
evidence variables) are observed. This process of 
computing the posterior distribution of variables given 
evidence is called probabilistic inference. The posterior 
gives a universal sufficient statistic for detection 
applications, when one wants to choose values for the 
variable subset which minimize some expected loss 
function, for instance the probability of decision error. A 
Bayesian network can thus be considered a mechanism for 
automatically applying Bayes' theorem to complex 
problems. 
 
A Bayesian network is not allowed to have a cycle because 
of the computational difficulties. A cycle in a Bayesian 
network leads to a "circular reasoning" between the 
variables. For example, if the dependencies in above 

network are: 1 2X X→ , 2 3X X→ , and 2 3X X→ , a cycle 

will be formed. If evidence is entered into the variable 1X , 

the Bayesian network will run the evidence to 2X , then 

to 3X . Then, the evidence will travel to 1X because 
1X depends on 3X . The evidence may run in the network 

forever because all the variables depend on each other in a 
circular way. 
 
A heuristic arc addition is employed not to have a cycle in 
the Bayesian network while generating the Bayesian 
structure. An exhaustive arc addition is also employed to 
explore more network possibilities without limitation. In 
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the exhaustive arc addition algorithm, a cycle check is 
employed before and arc is added. The following section 
presents the details of heuristic and exhaustive search 
algorithms. 

2. Heuristic Search 

In the heuristic search algorithm, the variables of the 
system have to be ordered in a certain way to prevent 
cycles from being created. The decision variables should 
be in the last columns in the database; and, the first 
columns of the database should be filled with the variables 
without parents, independent variables.  After placing the 
independent variables in the first columns, the children of 
the independent variables should be placed in the 
following columns. The rest of the columns are filled with 
the children of the previously placed variables. Ordering 
of the variables is necessary because the heuristic arc 
addition adds the arcs from the first variables to the last 
variables. Because of the ordering, we need to have some 
knowledge about the variables. This does not mean that 
we need to know the dependencies between the variables. 
For example, let B be a Bayesian network with three 

variables, { }1 2 3, ,X X X .If we know the variable 1X is the 

first variable and the variable 2X is the decision node.  

Then the column order will be{ }1 2 3, ,X X X . 
 
The heuristic search starts with adding and removing arcs 
from the each variable to the last variable.  Let the 
network have n variables. After adding an arc, the 
algorithm calculates the network score, records the score 
in a list, and removes the arc. The algorithm finds the arc 
that gives the highest increase in the network score. Let 
us assume that the arc from the kth  variable to the last 
variable, n , gives the highest increase in network score. 
Then, the algorithm adds the arc from the kth  variable to 
the last variable. After the arc is added, the algorithm 
adds and removes arcs from the remaining variables to 
the last variable.  Then, the algorithm chooses the arc 
with the highest score increase and adds the arc to the 
network. This continues until no increase in the network 
score can be obtained by adding an arc to the last variable.  
Then, the algorithm starts adding arcs from the 

variables{ }1,2, 2n⋅⋅ ⋅ − to the ( 1)n th− node. The algorithm 

adds arcs to ( 1)n th− node until there is no increase in the 
network score.  The algorithm stops when it adds an arc 
from the first variable to the second variable. The 
following is the heuristic search algorithm used in this 
research. 

 
(1)Collect data 
(2)Define the variables from the available data 
(3)Start with a network with no arc. 
(4)Estimate the parameters (only independent 
probabilities) of the BN using the MLE method using 
initial data 

(5)Add a new arc from the ith variable to the jth variable 
to generate a network candidate and remove the arc. 

Repeat the process with { }1, 2, 1i j= ⋅⋅ ⋅ − and generate 

networks 1 2 1( , , , )jB B B −⋅⋅ ⋅ . Start j from n and decrease j by 
1. 
(6)Calculate the scores of the candidate networks and 
record them in a list. 

(7)Find the network ( )B with the maximum score and 
keep it for the next step. 
(8)Repeat the steps 5, 6, and 7 until there is no increase in 
the network score. 
(9)If 1j > , then go to step 5. 
(10)Update the network parameters along with new data 
(11)Update the network structure: 
 
If enough new data obtained, go to step 1 and generate a 
new network structure. 
 
If no structural update is necessary go to step 10. 
 
Consequently, the heuristic search algorithm adds arcs 
only in the forward direction because this protects the 
network from having cycles and complex network 
structure. On the other hand, there is a price of arranging 
the variables at the creation of the database in the 
heuristic algorithm. Since the agents will not have much 
knowledge about the environmental variables, it is hard to 
arrange the variables at the beginning. There is a need for 
a better search algorithm that explores more possibilities 
in the network. The following paragraph introduces 
another searching algorithm that eliminates the arranging 
the variables, namely exhaustive search. 
 

3. Exhaustive Search 

The exhaustive search algorithm explores all the possible 
arcs in the network during its execution. The algorithm 

starts adding arcs from the ith variable to the jth variable 

where { }1,2, ,i n= ⋅⋅⋅ , { }1,2, ,j n= ⋅⋅ ⋅ , i j≠ . This covers 
( 1)n n⋅ − arcs throughout the network. The algorithm 
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calculates the network score for each arc addition. Then, 
it chooses the arc with the highest increase in the network 
score.  The algorithm repeats the above steps until there is 
no increase in the network score. 
 
There are two major drawbacks in the exhaustive search 
algorithm. First, the number of arcs to be tried might 
become intractable when the number of variables is large. 
Second, during the search, the algorithm might introduce 
cycles to the network because it can add an arc in any 
direction.  An additional algorithm is incorporated to the 
search algorithm to keep track of cycles. Using the 
additional algorithm, the search algorithm checks 
whether the new arc introduces a cycle or not. If the arc 
introduces a cycle, the algorithm does not add the arc to 
the network.  The following is the exhaustive search 
algorithm used in this research. 
 
(1)Collect data 
(2)Define the variables from the available data 
(3)Start with an empty network 
(4)Estimate the parameters (only independent 
probabilities) of the BN using the MLE method using 
initial data 

(5)Add a new arc from the ith variable to the jth variable 
to create a candidate network and remove the arc. Repeat 
the process for every value of i and j where 

{ }1,2, ,i n= ⋅⋅⋅ , { }1,2, ,j n= ⋅⋅ ⋅ , i j≠ .This step creates m 

possible networks 1 2( , , , )mB B B⋅ ⋅⋅ . Algorithm creates 
( 1)m n n= ⋅ −  networks in first visit to step 5. 

(6)Remove the network with cycles from the candidate fist. 
(7)Calculate the scores of the candidate networks and 
record it in a list. 

(8)Find the network ( )B with the maximum score and 
keep it for the next step. 
(9)Do step 5 through 8 until there is no increase in the 
network score. 
(10)Update the network parameters along with new data 
(11)Update the network structure: 
If enough new data obtained, go to step 1 and generate a 
new network structure. 
If no structural update is necessary go to step 10. 
The search algorithms are explained in detail. There is a 
need to analyze the complexity of the search algorithm 
before there are implemented. The following section gives 
the complexity analysis of both search algorithms. 

4. Complexity Analysis for Search Algorithms 

As stated earlier, the heuristic search algorithm needs 
prior knowledge about the variables in terms of their 
order in the database. On the other hand, the number of 
iterations in the heuristic search algorithm may be 
tractable. In the heuristic search, the algorithm 

tries ( 1)n − arcs in the first trip from step 5 to step 7. The 
algorithm repeats steps 5 through 7 until there is no 
increase in the network score. Assuming the algorithm 
adds an arc in every trip, the number of arcs tried will be 
one less then the previous trip. Algorithm can repeat step 

5 through 7 at most ( 1)n − times. In ( 1)n − trips, the 

algorithm generates ( 1) ( 2) 1n n− + − + ⋅⋅⋅ +  networks 
candidates. When the algorithm reaches step 8, the 
algorithm loops back to step 5 and repeats the same 

process for the variables { }1 2 2, , ,n nX X X− − ⋅⋅ ⋅ .Therefore, 
after the first loop, the algorithm generates 
( 1) ( 2) 1n n− + − + ⋅⋅ ⋅+  network candidates.  The 
complexity of the heuristic search algorithm is denoted 

as hC . 
 
In the following complexity analysis, each loop shows the 
number of network candidates tried until the algorithm 
reaches to the step 8. Since the algorithm will repeat itself 

for ( 1)n − variables, the analysis has ( 1)n − loops as the 
following. 
 
Loop1                  
( 1) ( 2) 1 ( 1) (1 2 ( 1))n n n n n− + − + ⋅⋅ ⋅+ = − − + + ⋅⋅⋅ + −  

( 1) ( 1)( 1)
2 2

n n n nn n − −
= − − =

 
 Loop2                      

( 1)( 2)( 2) ( 3) 1
2

n nn n − −
− + − + ⋅⋅⋅ + =

 
  
  

Loop (n-1)                      
( ( 1))( ( 2)) 1

2
n n n n− − − −

=
 

 
If we add the number of candidate networks from each 
loop, the following can be obtained: 
 

( 1) ( 1)( 2) ( ( 1))( ( 2))
2n

n n n n n n n nC − + − − + ⋅⋅⋅ + − − − −
=

 
2 2 22( 1) 2( 3) 2( ( 2))

2n
n n n nC − + − + ⋅⋅⋅ + − −

=
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Then, we can further modify the equation as follows: 
 

2 2 2( 1) ( 3) 2( ( 2))nC n n n n= − + − +⋅⋅⋅+ − −      (1) 
Since each element in nC is less than 2n . We can state that 

2 3( 3)nC n n n< − <  (2) 
 
Equation (2) illustrates the complexity of the heuristic 
search. The following paragraphs will explore the 
complexity of the exhaustive search algorithm. 
 
The exhaustive search algorithm tries every possible arc 
in the network during its first visit to step 5. In a graph 

with n nodes, there can be ( 1)n n − possible directed edges.  

Therefore, the algorithm generates ( 1)n n − network 
candidates and the complexity of the first visit is 

( 1)n n − .Then the algorithm continues until it reaches to 
step 9 and loops back to step 5 until there is no increase in 
the network score. 
 
After the first loop, the complexity decreases by 1 in each 
step because the algorithm will not try the arc added in 
the previous step. The following presents the complexity 
analysis of the exhaustive search algorithm. First, the 
complexity is calculated for each loop. Then, they are 
added to obtain the complexity of the algorithm. 
 

Loop 1                   ( 1)n n −  

Loop 2                   ( 1) 1n n − −  
  
  
Loop N                   ( 1) 1n n N− − +  
 
The exhaustive search algorithm does not perform a 
certain number of loops. The algorithm will continue until 
there is no increase in the network score. Therefore, we 
will assume that the algorithm end after N loops for the 
complexity calculations. If we add the complexities of all 
the loops together, the complexity of the exhaustive 
search, eC , becomes the following. 
 

( 1) (1 2 ( 1))eC n n N N= − − + + ⋅⋅ ⋅+ − (3)                                                        
( 1)( 1)

2e
N NC n n N −

= − −
   (4)           

                                                           
If the network has great number of arcs, then the 
complexity of the algorithm becomes large. For example, 

if the algorithm ends in step N n= , the complexity 
becomes 
 

2
2 ( 1) 2 ( 1) ( 1)( 1)

2 2e
n n n n n nC n n − − − −

= − − =
  (5)                                     

( 1) (2 1)
2e

n n nC − −
=

 for n N=  (6) 
                                                               
In general, number of nodes in a Bayesian network, n is 
much larger than 1. Therefore, we can reevaluate the 
complexity by assuming 1n〉〉 .The following equation 
represents the computational complexity of the exhaustive 
search algorithm when the number of steps is equal to the 
number of variables. 
 

3
32 2

2 2e e
n n n nC C n⋅ ⋅

≅ = ⇒ ≅
     (7)          

                                  
As can be seen above, the complexity of the exhaustive 
algorithm is larger than the complexity of the heuristic 
algorithm when N n= . 
 
For the networks with large number of variables (nodes), 
the algorithm does not stop when N n= .Let us calculate 
the worst case scenario for the exhaustive algorithm. The 
algorithm might explore all possible arcs in the network, 

which is equal to ( 1)n n − .This is true because a complete 

graph with n nodes has ( 1)n n − possible directed edges 

[30]. Therefore, we will replace N with ( 1)n n − in the 
complexity analysis. Then, the complexity of the 
exhaustive search algorithm becomes the following. 
 

( 1) ( 1)( ( 1) 1)( 1) ( 1) ( 1)
2 2e

N N n n n nC n n N n n n n− − − −
= − − = − − −

    
(8) 

2 2 2 2 2 22 ( 1) ( 1) ( 1) ( 1) ( 1)
2 2e

n n n n n n n n n nC − − − − − − − −
= =

   (9) 
We can simplify the equation above by assuming n >>1. 
In this case, the complexity of the algorithm becomes the 
following. 
 

2 2 2 2 2 4( 1)
2 2 2e e

n n n n n nC C⋅ − −
≅ = ⇒ ≅

 (10) 
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5. CONCLUSION 

Bayesian network is a complete model for the variables 
and their relationships.Two search algorithms are 
introduced to learn the structure of a Bayesian network.  
The heuristic search algorithm is simple and explores a 
limited number of network structures. the heuristic search 
algorithm adds arcs only in the forward direction because 
this protects the network from having cycles and complex 
network structure. there is a price of arranging the 
variables at the creation of the database in the heuristic 
algorithm. Since the agents will not have much 
knowledge about the environmental variables.  There is a 
need for a better search algorithm that explores more 
possibilities in the network.   
 
The exhaustive search algorithm is complex and explores 
many possible network structures. The heuristic search 
algorithm needs prior knowledge about the variables in 
terms of their order in the database. If the network has 
great number of arcs, then the complexity of the 
algorithm becomes large. The complexity of the 
exhaustive algorithm is approximately n -fold larger than 
the complexity of the heuristic search algorithm.   
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