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Abstract 
Progress in image retrieval by using low-level features, such as 
colors, textures and shapes, the performance is still unsatisfied as 
there are existing gaps between low-level features and high-level 
semantic concepts.  
In this work, we present an improved implementation for the bag 
of visual words approach. We propose a image retrieval system 
based on bag-of-features (BoF) model by using scale invariant 
feature transform (SIFT) and speeded up robust features (SURF). 
In literature SIFT and SURF give of good results. Based on this 
observation, we decide to use a bag-of-features approach over 
quaternion zernike moments (QZM). We compare the results of 
SIFT and SURF with those of QZM. 
We propose an indexing method for content based search task 
that aims to retrieve collection of images and returns a ranked list 
of objects in response to a query image.  Experimental results 
with the Coil-100 and corel-1000 image database, demonstrate 
that QZM produces a better performance than known 
representations (SIFT and SURF). 
Keywords: Content-Based Image Retrieval Systems, feature 
detection, Bag of visual words. 

1. Introduction  

Content-based image retrieval (CBIR) is a long standing 
challenging problem in computer vision and multimedia, 
seek to represent the content of images automatically, 
using visual descriptors representing the multimedia data. 
CBIR system views the query image and the images in the 
database as a collection of features, and ranks the 
relevance between the query and any matching image in 
proportion to a similarity measure calculated from the 
features. These features, or signatures of images, 
characterize the content of images; the key idea in the 
image search is an approximate search by using concept of 
proximity, similarity, and distance between objects [1]. 
The similarity measure is often based on the calculation of 

a distance in the feature space, one then seek the nearest 
neighbors of the query [1].  

Recent works on Content Based Image Retrieval rely 
on Bag of Visual Words (BoVW) to index images.  In 
BoVW, local features are extracted from the whole image 
dataset and quantized (termed as visual words). For 
compact representation, a visual vocabulary is usually 
constructed to describe BoF through the clustering of 
keypoint features. Each keypoint cluster is treated as a 
“visual word” in the visual vocabulary. This approach 
employs histogram based features for image representation. 

 
In this paper, we address the problem of searching the 

most similar images in image database. We put an 
emphasis on the joint optimization of three constraints: 
storage, computational cost, and recognition performance. 

2. State of the art 

Many different approaches for CBIR have been 
proposed in the literature. Swain and Ballard [2] were the 
first to use color histograms features to describe images. 
Since, many other introduced other features like texture or 
colorimetric moments. These descriptors allow a quite 
efficient retrieval in many cases, but fail in precision, 
because global features lose most of local information 
expressed in the image. Recent approaches propose to use 
local features to describe interest regions in the image. 
The idea is to detect interesting local patches, represent the 
patches as numerical vectors and consider image which 
allows comparing images by measuring the similarity 
between signatures. 
 
Many approaches have been proposed to extract local 
features from images. In [4] and [5] the authors extract 
local patches using a regular grid. Other authors use also 
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random sampling [6], [7] and segmentation methods. A 
more interesting approach is to extract keypoints. 
 
The most popular approach today, initially proposed in [3], 
relies on a bag-of-features (BOF) representation of the 
image. The idea is to quantize local invariant descriptors. 

Bag of features 

This model allows describing an image as bag of 
elementary local features called visual words. As a result, 
an image is represented by a vector of weights, where 
weight corresponds to the importance of visual word in the 
image. The choice of local features and the weighting 
schema are very important to perform image retrieval. 
Recent approaches that address the problem of indexing 
techniques and image search, trying to find areas in images 
that contain visual information for robust visual variations. 
In particular, the extraction and description of the regions 
of interest are successfully applied to detect these areas. 

Because of the success of BoF approaches for image 
retrieval, several authors propose extensions of BoVF 
representations. [16] propose the random locality sensitive 
vocabulary (RLSV) scheme towards visual vocabulary 
construction in such scenarios, this method is not 
advantageous in terms of query complexity. A several 
range of methods has been proposed to incorporate spatial 
information to improve the BoVW model [17, 18]. [19] 
[19] propose a image retrieval system based on bag-of-
features (BoF) model by integrating scale invariant feature 
transform (SIFT) and local binary pattern (LBP). Using a 
weighted Kmeans clustering algorithm, the image-based 
SIFT-LBP integration achieves the superior performance 
on a given benchmark problem. Most of them aimed at 
human actions recognition. 
Current techniques are based on the extraction of many 
local information like SIFT [8] or SURF [9] in that 
produce average over 1000 points per image. Each of these 
points is then characterized by a dictionary of visual 
(visual pattern characteristic of a portion of the image). 
Each image is thus represented by a "bag of visual words". 
Indexing techniques involve comparing each visual word 
in an image with all the words that exist in database. 
However, the computational cost of such techniques 
makes them difficult to use in an environment where many 
images are available. The method bag of words is to 
quantify the local descriptors calculated on regions of 
interest, which are previously extracted by a detector 
affine invariant. The quantization indices of these 
descriptors are called visual words, by analogy with the 
search of textual records. The image is represented by a 
histogram of the frequency of occurrence of visual words, 
this representation allows efficient computation of 
similarity between images. 

The steps for the construction of the bags of words are as 
follows: (i) the identification or extraction of information 
in the image, (ii) quantifying with matching characteristics 
with local visual words, (iii) creating a histogram of 
frequency used to evaluate a global representation of the 
image. So using the method of word bag, it is possible to 
reduce the size of the vectors descriptors of images, while 
providing a compact representation of the images. 
The BOF representation groups local descriptors. It 
requires the definition of a codebook of k “visual words” 
usually obtained by k-means clustering [10]. Each local 
descriptor of dimension d from an image is assigned to the 
closest centroid. The BOF representation is obtained as the 
histogram of the assignment of all image descriptors to 
visual words. Therefore, it produces a k dimensional 
vector, which is subsequently normalized. 
There are several variations on how to normalize the 
histogram. When seen as an empirical distribution, the 
BOF vector is normalized using the Manhattan distance. 
Another common choice consists in using Euclidean 
normalization. 
Several variations have been proposed to improve the 
quality of this representation. One of the most popular [11, 
12] consists in using soft quantization techniques instead 
of a k-means. 
The main advantages of the BOF representation are 1) its 
compactness, i.e., reduced storage requirements and 2) the 
rapidity of search. [13] propose to use more visual words 
in the BoW algorithm, and showed that using multiple 
independent dictionaries built from different subsets of the 
features increases significantly the recognition 
performance of BoW systems. [14] propose the structural 
features for object recognition are nested multi-layered 
local graphs built upon sets of SURF feature points with 
Delaunay triangulation. This representation conserves the 
invariance to affine transformations of image plane which 
the initial SIFT/SURF features have. A Bag-of-Visual-
Words framework is applied on these graphs, giving birth 
to a Bag-of-Graph-Words representation. For each layer of 
graphs its own visual dictionary is built. 
 
Our contribution consists in proposing a representation 
that provides excellent search accuracy with a reasonable 
vector dimensionality. We propose three descriptors, 
derived from both BOF, to produce a compact 
representation. 

3. Proposed approach 

This article addresses precise image search based on 
local descriptors. A variety of feature detection algorithms 
have been proposed in the literature to compute reliable 
descriptors for image matching [8], [9]. SIFT and SURF 
descriptors are the most promising due to good 
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performance and have now been used in many 
applications. [20] summarize the performance of two 
robust feature detection algorithms namely Scale Invariant 
Feature Transform (SIFT) and Speeded up Robust 
Features (SURF) on several classification datasets. Based 
on this observation, we decide to use a bag-of-features 
approach over quaternion zernike moments (QZM). We 
compare the results of SIFT and SURF with those of 
QZM.  

SIFT, SURF and QZM features are used because 
reasonably invariant to changes in illumination, image 
noise, rotation, scaling, and small changes in viewpoint. 
We propose an indexing method for content based search 
task that aims to retrieve a large collection of images and 
returns a ranked list of objects in response to a query 
image. The visual words quantize the space of descriptors. 
Here, we use the k-means algorithm to obtain the visual 
vocabulary. For each query image, the signature is 
calculated from these points can be compared over the 
signature of the query image with all signatures from the 
base.  

 
    Algorithm 

 
1. Extract local features {dn} from every image i.  
2. Constructing codebooks: randomly selecting centres 
from among the sampled training patches, and online k-
means initialized using this. 
3. The dictionaries are built using Approximate K-Means. 
Histograms are normalized to have unit l1 norm, then the l1 
distance is used to measure similarity between histograms. 
 
 
In the conventional bag-of-visual-words model, at first 
each image I is represented in terms of image descriptors: 
I = {d1, d2, ….., dn}, where di is the description of an image 
patch and n is the total number of patches in the image. By 
this way, we get numerous descriptors from all the local 
patches of all the images for a given dataset. Typically, K-
means unsupervised clustering is applied on these 
descriptors to find clusters W = {w1, w2, ….., wN}, that 
constitutes the visual vocabulary, where N is the 
predefined number of clusters. 
Figure 1 illustrates how each of these operations impacts 
our representation.  

 

Fig. 1 The architecture of the approach suggested 

3.1 Experiments 

In this section, we first evaluate our descriptors and the 
joint dimensionality reduction.  

3.1.1 Datasets and Evaluation 

Two datasets have been used to perform the k-means 
clustering: the COIL-100 set, as well as the Corel dataset. 
Columbia Object Image Library (COIL-100) is a database 
of color images of 100 objects. The objects were placed on 
a motorized turntable against a black background. The 
turntable was rotated through 360 degrees to vary object 
pose with respect to a fixed color camera. Images of the 
objects were taken at pose intervals of 5 degrees. Figure 2 
shows The COIL-100. 
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Fig. 2 Samples of Coil-100 dataset. The dataset includes 128x128.  

COREL database composed of 1000 images distributed in 
10 classes. The tags of the classes are: Africans, Beach, 
Architecture, Buses, Dinosaurs, Elephants, Flowers, 
Horses, Mountains and Food. Figure 3 shows one sample 
per each class. 
 

 

Fig. 3 Samples of Corel 1000 dataset. The dataset includes 256x384 or 
384x256 images. 

The objective of this work is focused on finding images, 
and not detection. SIFT and SURF are two recent and 
competitive alternatives to image local featuring that we 
compare through QZM. 
To do this, a set of points of interest is extracted from each 
descriptor, SIFT (128 dimensions), SURF (64 
dimensions), and QZM (34 dimensions), it is mandatory 
for the construction of the visual dictionary, using the K-
means algorithm applied to the associated descriptors. 
Each corresponds to a visual word class center. 
For each query image, the signature is calculated from 
these points than we can compare the signature of the 
query image with all signatures from the database, then the 
user can send the images most similar to his query. 
In a retrieval system images, the user is interested in 

answers relevant system. So the image search systems 
require the evaluation of the accuracy of the response. This 
type of evaluation is considered performance evaluation 
research. We describe the two most common measures: 
recall and precision. This relationship is often described by 
a curve of recall and precision.   

3.1.2 Results and analysis  

In this section, we present some results, giving details of 
the curves - reminder for each descriptor.  
Indeed it has been demonstrated in the literature, these 
methods currently give the best results. 
The approach is based on an unsupervised classification 
(K-means) that we use to build the dictionary. The 
comparison result by varying the number of classes (K) to 
obtain the visual vocabulary. We note that for large 
dictionaries, the approach provides better results.  
 
Regarding the descriptors according to their performance 
varis bases and therefore the application. 
The mosr common evaluation measures used in CBIR are 
precision and recall, usually presented as a precision vs. 
recall. 
 

Precision =

����.��������	������	���������

�����	�����.������	���������
   (1) 

 
 

Recall =

����	��������	������	���������

�����	��������	������	��	� �	!����!����
    (2) 

 
of images of the class that the target image belongs to. In 
literature SIFT and SURF give of good results, we have to 
compare this with QZM. 
From these results, we can calculate the recall/ precision 
curve: 

Table: Impact of the dataset used for k-means clustering (uncorrelated 
Corel dataset or the Coil-100) and of the vocabulary size. 
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30 
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30% 
40%    
25% 
35% 

60% 
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48% 
70% 
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Corel 
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30 
50 

20% 
30% 
30% 
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45% 
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QZM Coil 
Coil 
Corel 
Corel  

10 
50  
30 
50  

50% 
65% 
35% 
40% 

100% 
100% 
70% 
80% 

 

 

Fig. 4 Comparing results for SURF-based, SIFT-based and QZM- based 
approaches at various vocabulary sizes for coil-100 

 

Fig. 5 Comparing results for SURF-based, SIFT-based and QZM- based 
approaches at various vocabulary sizes for corel-1000 

3.1.3 Discussion 

In this paper we have reported a analysis. We explored 
ways to boost the performance of BoW image search 
methods by using more visual words. We presented 
algorithm, QZM. Experimental results with Coil-100 and 
Corel image databases, demonstrate that the method QZM 
produces better performance. 

 4. Conclusion 

The method allowed bags of words obtaining a compact 
representation of images, so that from a set of descriptors 
for each image, we obtain a single feature vector for each 

image, then we could therefore reduce the size of the 
search space using clustering, and the size of the 
descriptors (signatures) with an index structure that will 
limit the number of images to check to accelerate research 
(early treatment the query). 
Furthermore, we develop descriptor QZM based on the 
bag-of-features approach and use the benchmark to 
demonstrate that they significantly outperform other 
descriptors in the literature such as SIFT and SURF. 
The proposed approach is based on a reduction in the size 
of the feature vectors. The originality consists in an 
adaptation of a bag of words representation of the use of 
descriptors point of interest SIFT, SURF and QZM. 
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