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Abstract 
In this paper, we investigate the steady-state solution for the 
degenerate nonlocal parabolic equation.we prove that the 
equation corresponds a unique steady-state solution under 
certain conditions. 
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Ohmic Heating, Nonlocal Parabolic Equation. 

1. Introduction 

In this short paper,we investigate the steady-state solution 
for the following parabolic equation with nonlocal and 
degenerate source, i.e., 
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(1) 
where 2Rx   and .0t  
With the homogeneous Dirichlet boundary conditions as 
                 ,0),( txu       0,  tx                            
(2) 
and 
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(3) 
where 0  and  RxRx  0:2 . 
In the past several decades, many physical phenomena 
have been formulated into nonlocal mathematical 
models.Let us mention,for instance,Lacey ［ 1,2 ］ has 
obtained the nonlocal parabolic equations  
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(4) 
Where u  is the temperature of the heated object. 
Eq.(4), as a kind of Ohmic heating model,which comes 
from the more general parabolic-elliptic equations 
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Where   is the voltage at the ends of the conductor. 
These two equations were studied in［1,2,3］and ［4-
9］respectively. 
Investigation on Eq.(1-3) Mainly include three problems: 
the existence and uniqueness of the steady-state solution , 
the rate of blow-up and asymptotic analysis for the 
equations. 
The work of this paper is motivated by the steady-state 
source problem 
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(6)  
where x , 0w  and .x  
The existence of solution to the problem (6) has closely 
Relationship with the following problem  

,0)exp()( 43  www                              
(7) 
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where x , 0w  and .x  

Here we set 0 and   24 ))exp(()( dxw . 

2. Main Results 

The main result of this paper reads as follows: 
Theorem 2.1  
Assume that  RxRx  0:2  and that 

22
 ,we have  

(i) If  0 ,the problem (6) corresponds a solution 
at least . 
(ii) If   ,the problem (6) have no solution. 
Theorem 2.2  
Assume that  RxRx  0:2  and that 

22
 .If  0 ,then we have the problem 

(6) corresponds a unique steady-state solution. 

3. Proof of Theorem 2.1 and Theorem 2.2 

First of all,we prepare some definitions, notations which 
will be needed in the proof of our results. 
We assume );( rw  is radially symmetric, Let );( rw  
be a solution of (7).By the maximum principle,form 
(7),we have  

;,0)exp(1)( 433 Rrwww
r

ww rrr     

                               0)()(  Rww                                    
(8) 
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From (9),we obtain a unique solution  
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Integrating both sides of (9) and (10) over ),( 0rr ,we 
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By the definition of )( ,it holds that 
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Combining (12) and (13),we have  
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where 
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Through a series of preparations,we derive a fact of 

)( . 
Lemma 1  

(i) If ,
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Through a series of calculation yields, we can prove the 
lemma 1.Here we omit the proof of lemma 1 because of 
the length of the article. 
Proof of Theorem 2.1 

Proof.Set .
2
1 3

rwrwy   Combining (9) and (11),we 

have  
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In the case of 1  ,we then obtain  
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(17) 
Now according to (9),(13) and Lemma 1,we see that there 
exists ,1 r such that 
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Integrating both sides of (17) over ),( 0rr , we have,for 
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This is a contradiction of the equation for 1rr  and we 
then complete the Proof of Theorem 2.1. 
In order to prove Theorem 2.2, We need to derive a fact of 
the following two problems. 
Lemma2   

Denote 21)( )(2
0

4
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(18) 
We then have a unique solution 
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Proof.From (12),we have 
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according to theorem 2.1 and Lemma 1(ii),we obtain 
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implies that there exists I  satisfies (18), Integrating 

both sides of (17) over ),( 0r and ),( 0 Rr  
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Using (12) and (13),we infer that  
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Combining (20) to (22),we obtain a unique solution 
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 We then have a unique solution 
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Proof.Similar to the proof of Lemma 2,we have  
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(25) 
Integrating both sides of (17) over ),( 0r and ),( 0 Rr  
respectively,we have 
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Combining (26) to (28),we obtain a unique solution 
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Proof of Theorem 2.2  

Proof.Set      
42

02
1

4
1)( MerG 


                             

(29) 
in view of(16),we observe 
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We have three steps to prove Theorem 2.2. 
Step 1 If I 0 ,Using lemma 2,it holds that 
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Integrating both sides of (30) over ),( 0r and ),( 0 Rr  
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From (12) and (13),we obtain 
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Combining (31) to (33),we then have  
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which implies 0)(  G .  
According to the definition of )( ,we have 
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(34) 
Hence, we have 0)(    in the case of I 0 . 

Step 2 If III   , Using lemma 2 and lemma 3 , it 
holds that 
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Combining (33)to(36),we obtain  
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Step 3 If II  , Using lemma 2 and lemma 3 , it holds 
that    
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which implies .0)( G  Integrating both sides of (30) 

over ),( 0r and ),( 0 Rr  respectively,we also obtain (35) 
and (36). Combining (12)to(13),we obtain  
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Combining (35)to(37),we obtain 
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which implies 0)(  G . 
 According to the definition of )( ,we have 
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Hence, we have 0)(    in the case of II   
We then complete the proof of Theorem 2.2. 

4. Conclusions 

In this paper,we consider the degenerate nonlocal 
parabolic equation 

,
))exp((

)exp()(
24

4
3

 



dxu

uuuut


 

with homogeneous Dirichlet boundary condition, 
where 0 ,  RxRx  0:2 . 

We prove that in the case of 20 2
   ,the 

equation corresponds a unique steady-state solution. 
 
References 
[1]  A.A.Lacey,Thermal runaway in a non-local problem 

modelling Ohmic heating.I.Model derivation and some 
special cases,European J.Appl.Math,Vol.6, 1995, pp. 127-
144. 

[2]  A.A.Lacey,Thermal runaway in a non-local problem 
modelling Ohmic heating.II.General proof of blow-up and 
asymptotics of runaway, European J.Appl.Math, Vol.6, 1995, 
pp. 201-224. 

[3] J.W.Beberbes,A.A.Lacey,Global existence and finite-time 
blow-up for a class of nonlocal parabolic problems, Adv. 
Differential Differential Equations, Vol.2,1997, pp. 927-
953. 

[4]  S.N.Antontsev,M.Chipot,The Analysis of blow-up for the 
thermistor problem,Sb.Math.J,Vol.38,1997, pp. 827-841. 

[5]  A.Barabanova,The blow-up of solutions of a non-local 
thermistor problem, Appl.Math.Lett, Vol.9,1996, pp. 59-63. 

[6]  W.Allegretto,H.Xie,A non-local thermistor problem Eur. 
J.Appl. Math, Vol.6,1995, pp. 83-94. 

[7]  D.E.Tzanetis, Blow-up of radially symmetric solutions of a 
nonlocal problem modelling Ohmic heating,Electron.J.Diff. 
Eqns, Vol. 11,2002, pp. 1-26. 

[8]  N.I.Kavallaris, D.E.Tzanetis,On the blow-up of a non-local 
parabolic problem,Appl.Math.lett, Vol. 19,2006, pp. 921-
925.    

[9]  N.I.Kavallaris, D.E.Tzanetis,On the blow-up the nonlocal 
thermistor  problem, Proc. Edinb.Math.Soc, Vol. 50,2007, 
pp. 389-409. 

[10] Basma Zahra, Anis Sakly and Mohamed Benrejeb. Stability 
Study of Fuzzy Control Processes Application to a Nonlinear 
Second Order System, International Journal of Computer 
Science Issues, Vol. 9, No.2-2,(2012) pp. 97-106. 

 
 
Corresponding author：Miaochao Chen,born in 1981. The author 
has achieved bachelor's degree from Capital Normal University of 
Beijing in 2004.Then,He has received the Master degree in 
Mathematics and applied mathematics from Southeast University of 
Nanjing in 2012. Currently, he works in the department of 
Mathematics at chaohu college. He has published three papers.The 
papers respectively were published in Journal of Chaohu 
college(Vol.12,2009,pp.28-30.),Proceedings of the 2011 3rd 
International Conference on Computer Technology and 
Development(Vol.1, 2011,pp.55-59, ASME PRESS.) and Journal of 
Daqing Normal University(.(Vol.32, 2012,pp.56-59.).His research 
interests include Partial differential equations and Functional analysis. 
 
Peilong Xu,born in 1977.The author has achieved Master degree 
from Tongji University of Shanghai in 2007. He is currently an 
engineer of computer science in the State Key Laboratory, Qingdao 
University. His research interests include software engineering, image 
processing, and spectral analysis. 
 
Dexin Dong,born in 1980. The author research interests include 
Partial differential equations and oceanographic physics. 
 
 
 
 
 
 
 
 
 
 
 
 
 

IJCSI International Journal of Computer Science Issues, Vol. 10, Issue 1, No 3, January 2013 
ISSN (Print): 1694-0784 | ISSN (Online): 1694-0814 
www.IJCSI.org 95

Copyright (c) 2013 International Journal of Computer Science Issues. All Rights Reserved.




