
Improvement and Application of Initial Value of Non-equidistant 
GM(1,1) Model 

Youxin LUO , Xiaoyi CHE  
 

College of Mechanical Engineering, Hunan University of Arts and Science,Changde,415000,China  
 
 

Abstract 
Aiming the problem of determining initial value of non-
equidistant GM(1,1) model, in the basis of analyzing model-
building mechanism of non-equidistant GM(1,1) model, the 
cause of the problem was found out and a new method for 
initiating values of non-equidistant GM(1,1) model was 
proposed to minimize the quadratic sum of its fitting error. 
Based on index characteristic of grey model and the definition 
of integral, the discrete function with non-homogeneous 
exponential law was used to fit the accumulated sequences, new 
constructing method of the background value was put forward 
and formula of background value was given. Combining the 
proposed formula of background value, the formula of initiating 
value was detruded. The new non-equidistant GM(1,1) model 
with the proposed formula of initiating value has the 
characteristic of high precision as well as high adaptability. 
Examples validate the practicability and reliability of the 
proposed model. 
Keywords: Initialization, background value, GM(1,1) model, 
non-equal interval, precision, grey system.

1. Introduction 

The predictive model is as one important part in the grey 
system theory and has been demonstrated promising 
prospect in the agriculture, industry, technology and 
medical fields. Particularly the GM(1,1) model is one 
popular predictive grey model but the accuracy is 
concerned by the researchers[1-3]. The grey system model 
is based on the equal interval and in fact the actual 
original data are unequal interval sequence. Establishment 
of the unequal interval model is a meaningful job. 
Literature [2] takes the time interval as the multiplier to 
establish the unequal interval GM(1,1) model, in which 
the multiplier has the linear relation with the time. In fact 
it is not accordant with the actual condition. Literature [3] 
adopts function transformation method to decrease the 
standard deviation coefficient and form the new sequence, 
and it also estimates the parameters in the model and 
establishes the GM(1,1) model, but the calculation is 
complex. In order to increase the fitting and predictive 
accuracy of GM(1,1) model literature [4-9] provides the 
construction method of background values and establishes 
the unequal interval GM(1,1) model. Literature [4-5] 

provides the improved method of background values in 
unequal interval GM(1,1) model and it uses the 
homogeneous index function to fit the accumulated 
sequence and get high accuracy, but from the whitening 
differential equations we know the accumulated sequence 
has the non-homogeneous index form and the opposite 
accumulated sequence has the homogenous form, and if 
the homogenous form instead of the non-homogeneous in 
the accumulated sequence it will induce great error. 
Literature [6] uses the non-homogeneous index function 
to fit the accumulated sequence, deduces the optimization 
background values and establishes the unequal interval 
GM(1,1) model. In fact the most method ignores the 
condition of the initial values in the model and the first 
point in the original sequence is not used in the 
establishment of the GM(1,1) model [8]. Literature [9] 
researches the initial values in the unequal interval 
GM(1,1) model and points out why the first point is not 
used and deduces the improved method in the equal 
GM(1,1) model. Literature [10] adopts the optimization 
background values λ  and revised term in the initial 
condition to establish the unequal interval GM(1,1) model 
and the calculation is complex. The paper absorbs the 
background values construction in literature [7] and uses 
the non-homogeneous index function to fit the 
accumulated sequence based on the index and integral 
character in the grey model. It also provides a integral 
reconstruction unequal interval GM(1,1) model and gives 
the construction of background values. For the initial 
values in the GM(1,1) model the paper researches the 
mechanism of GM(1,1) model and find out the error term 
in the initial values. On the condition of the least square 
error it provides a new way to get the initial values and 
establishes the unequal interval GM(1,1) model which is 
combined with the background values. It is with high 
accuracy and with good theoretic and application values. 
The example shows it is effective and reliable. 
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2. The Mechanism of Unequal Interval 
GM(1,1) 
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We establish the differential equations ba
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（ is the background value) of  sequence and the 
whitening differential equation is: 
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The difference quotient is 
 

                                         (4) btaztx kk =+ )()( )1()0(

 
Where, ,  
is the background values of the unequal interval GM(1,1) 
model and it is the equal operated values. 
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The time respond equations of the grey differential 
equations (4) are: 
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The fitting data after restoring the data are 
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Absolute error of the fitting data is 
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Relative error of the fitting data is  
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The average relative error of the fitting data is 
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For the equal interval GM(1,1) model is 
taken as the initial value and the error of the initial value 
is zero, in which it means the parameters  and 
the fitting data have no relation with the initial 
values

)1(ˆ)1( )0()0( xx =

Ta ],[ˆ ba=

)1()0(x [9]. In the establishment of the unequal 
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interval model given , is affected 

on the parameter . If we give the error of the 
initial value is zero it is obviously not the best from 
econometrics in mathematical economics points
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given  the equation (6) can be 
transformed into equation (10). We can use the least 
square method to make the error for the whole is the least 
to determine the initial value . On that condition 
the error of the first fitting value is not zero. 
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Formula (7) can be transformed into formula (11) 
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3. The Optimization Background Values of 
the Unequal Interval GM(1,1) Model 

The meaning of traditional background values is use the 
trapezium formula to describe the area which is composed 
of the area between  curve and  interval. 
When the sequence is changed a little and the background 
value is fit. When the sequence is changed greatly the 
construction of the background values will induce big 
error. So we must research the background values in the 
unequal interval GM(1,1) model. 
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 is more adaptive for the whitening differential 

equations. From formula (11) we can know the solution 
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Substituting formula (14) into formula (13) 
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For the initial condition  
we can obtain 
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Putting formula (14) and (16) into the background values 
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The estimated parameters of the least square method in 
the grey differential equation 
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If we get  we can put formula (18) into formula 
(10) and (11) and we can get the fitting data, predictive 
data and error term in the unequal interval GM(1,1) 
model. At last we can check the model 
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)0( tx

[1,11,12]. 

4. The Improved Initial Condition of the 
Unequal Interval GM(1,1) Model 

Theorem 1 On the condition of the error square sum the 
optimization initial condition is: 
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Because  is the values that make the error square 
sum of the model be the least so we can call it the 
optimized initial values. 
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values of parameters  can be got. Using 

formula (19) we can get  and putting  into 

formula (17) we can get again. Putting  
into formula (18) we can get the parameters 

.Usually by 2-3 iterative times we can get the 

accurate  and the parameters . Putting 
them into formula (10) and (11) we can get the fitting data, 
predictive data and error term of the unequal interval 
GM(1,1) model. Pay attention in order to get  we 
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use , but  and  is almost the same 
(otherwise the error of the original fitting point is big and 
the model is not correct). So when we calculate  

we adopt  instead of  and the error of 

parameters  is little. After getting the 

parameters we can get . 
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5. Examples 

P.G. Forest has researched the affection of the 
temperature to the fatigue strength. Tab 1 is the data of 
the relation of the temperature and fatigue strength of Ti 
metal and it is the unequal interval sequence. The paper 
uses the data in literature [2,3] and establishes the model 
by the method in the paper, the parameters are 
 

a=0.00098493, b=565.5984, =559.9968 )(ˆ 1
)0( tx

6361.5742496393.573689)(ˆ )100(00098493.0)1( +−= −− t
k etx   

 

Tab.1 The relation of Ti alloy fatigue strength along with temperature  
(Mpa) 

T 
)(/ ktC°  

100 130 170 210 240 

))(( )0(
1 ktx−σ 560 557.54 536.10 516.10 505.60 

T 
)(/ ktC°  

270 310 340 380  

))(( )0(
1 ktx−σ 486.1 467.4 453.8 436.4  

 
The fitting data of the original data  

 
=)(ˆ )0(

ktx  [559.9968, 556.7804, 537.929, 517.148, 
499.6102,  485.0636, 468.6404, 452.7475, 437.41844] 

 
The absolute error of the fitting data 

 
=)( ktq  [-0.003211,-0.75958, 1.829, 1.048,         

-5.9898,   -1.0364, 1.2404,-1.0525, 1.0184] 
                   References 

 
The relative error of the fitting data(%)： 

 
=)( kte  [-0.00057338,-0.13624, 0.34116, 0.20307,   

-1.1847,-0.2132, 0.26538, -0.23192, 0.23337]   
 
The average relative error of the fitting sequence is 
0.31218%.  
 

Literature [2] takes t = (T−50) / 50 as the pre-processing 
and the largest error is 4.86% and the average relative 
error is 3.19%. Literature [3] adopts the function-
transformation to establish the model and the relative 
error is 0.6587%. Literature [5] uses the homogeneous 
index function to fit the accumulated sequence and the 
relative error is 0.9765%. So we can see the method in the 
paper is more adaptively and scientific. The combination 
forecast model [13] can be built with the proposed model 
instead of traditional GM(1,1) model and  the model 
parameters can also be found the optimum method [14-15]. 

4. Conclusions 

(1) Using the grey theory on the condition of the fitting 
error is the least it provides a new way to determine the 
initial values and deduces an optimized initial values 
method. According to the index and integral character the 
paper uses the non-homogeneous index function to fit the 
accumulated sequence and gives an integral 
reconstruction background values in the GM(1,1) model. 
Combined with the integral reconstruction background 
values it provides the construction of initial values and 
establish the unequal interval GM(1,1) model and compile 
the Matlab program. 
 
 (2) The model in the paper is characteristic with high 
accuracy and good adaptive ability. The examples show 
the method is correct and adaptive. It is meaningful to 
expand the grey system and is deserved to be applied into 
the other fields. 

Acknowledgments 

This research is supported by the grant of the 12th Five-
Year Plan for the construct program of the key discipline 
(Mechanical Design and Theory) in Hunan 
province(XJF2011[76]) and Hunan Provincial Natural 
Science Foundation of China(No:13EG001C). 
 

[1] Liu S F, Dang Y G, Fang Z G,Grey system theory and its 
application, Beijing: Science Press,2004. 

[2] Y.X. Luo and J.R. Zhou, "Non-equidistance G (1,1) Model 
and its Application in Fatigue Experimental Data Processing 
and on-line  Control ", Journal of Mechanical Strength, Vol. 
18, No.3, 1996, pp. 60-63. 

[3] Y.X. Luo, X. Wu and M. Li, "The Function-Transfer Method 
of Parameters Estimation of Grey GM (1,1)  Model  and  It's  
Application ",  Journal of Mechanical Strength, Vol. 24, 
No.3, 2002,pp.450-454. 

[4] W.Z. Dai, J.F. Li, “Modeling Research on Non-equidistance 
GM(1,1) Model”, Systems Engineering-Theory & Practice, 
Vol. 25, no.9, 2005, pp.89-93. 

 

IJCSI International Journal of Computer Science Issues, Vol. 10, Issue 2, No 2, March 2013 
ISSN (Print): 1694-0814 | ISSN (Online): 1694-0784 
www.IJCSI.org 117

Copyright (c) 2013 International Journal of Computer Science Issues. All Rights Reserved.



[5] Z.T. WANG ,X.PENG and X. DAI, " Improvement and 
Application of Gray Forecasting Model Based on 
Initia1 ． Value Modification", Journal Of Chongqing  
Institute of Technology (Natural Science Edition), Vol. 21, 
No. 10, 2007, pp. 81-84. 

[6] Z.X. Wang, Y.G. Dang, S,F, Liu, “An optimal GM(1,1) 
based on the discrete function with exponential law”, 
Systems Engineering-Theory & Practice, Vol. 28, no. 2, 
2008,pp.61-67. 

[7] Y.M. Wang, Y.G. Dang, Z.X. Wang, “The Optimization of 
Background Value in Non-Equidistant GM(1,1) Model”, 
Chinese Journal of Management Science, vol. 16, no. 4, 
pp.159-162, 2008. 

[8] F.X ． Wang, "Improvement on unequal interval gray 
forecast model", Fuzzy Information and Engineering,,Vol.6, 
no.1, 2006,pp.118-123． 

[9] J.L. Shang,M.Fang ,"New Optimized Method of High-
Precision Grey GM(1,1)Forecasting Model", Journal of 
Electronics&  information Technology,Vol.32, no.6, 2010, 
pp.1301-1305. 

[10] Y.X. Luo, Z.M. He, “The new Non-equidistant Optimum 
GM(1,1) of Line-Drawing Data Processing in Computer 
Aided Design”, Proceedings of 2009 4th International 
Conference on Computer Science & Education 
(ICCSE2009), 2009,pp. 971-974 . 

[11] Y X LUO, L. T. ZHANG, M. LI. Grey system theory and 
its application to mechanical engineering. ShangSha: 
National University of Defense technology Press,2001. 

[12] Q. Y WANG, Y. M. CUI, X. H. ZHAO, et al., Uncertainty 
mathematical model of forecast & decision-making. Beijing: 
Metallurgical industry Press, 2001. 

[13]K. Zhao ,L. Gan, H. Wang, A.H.Ye, "Application of 
Combination Forecast Model in the Medium and Long term 
Power Load Forecast", IJCSI International Journal of 
Computer Science Issues, Vol. 9, Issue 5, No 3,2012,pp.24-
28. 

[14]M. A. Shohla, A. A. El-sawy, M. Nofal and S. F. El-Zoghdy, 
"Using Hybrid Particle Swarm Optimization to solve 
Machine Time Scheduling Problem with Random Starting 
Time", IJCSI International Journal of Computer Science 
Issues, Vol. 9, Issue 5, No 3, 2012,pp.322-327. 

[15]Hifza Afaq and Sanjay Saini, "On the Solutions to the 
Traveling Salesman Problem using Nature Inspired 
Computing  Techniques", IJCSI International Journal of 
Computer Science Issues, Vol. 8, Issue 4, No 2, 
2011,pp.326-334. 

 
  

Youxin LUO received the B.S and M.S. degrees in 
Mechanical Design & Manufacturing, Material 
Engineering from Chongqing University, HUAZHONG 
University of Science and Technology, China, in 1988, 
2003 respectively. Since 2004, he has been a professor at 
College of Mechanical Engineering, Hunan University of 
Arts and Science, Changde, P.R.  China. His current 
interests are information science, grey system, mechanics, 
and optimizing.  

 
XiaoYi CHE received the B.S and M.S. degrees in 

Mechanical Manufacturing, Material Engineering from 
Shengyan Institute of Technology, HUAZHONG 
University of Science and Technology, China, in 1988, 
2003 respectively. Since 2008, she has been a professor at 
College of Mechanical Engineering, Hunan University of 
Arts and Science, Changde, P.R.  China. Her current 
interests are information science, grey system, CNC and 
optimum design.  
 

 

IJCSI International Journal of Computer Science Issues, Vol. 10, Issue 2, No 2, March 2013 
ISSN (Print): 1694-0814 | ISSN (Online): 1694-0784 
www.IJCSI.org 118

Copyright (c) 2013 International Journal of Computer Science Issues. All Rights Reserved.




