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Abstract 
The Noise estimation Technique plays very important role in any 

speech denoising algorithm. Accuracy and intelligibility of 

denoised speech signal is mainly affected by noise estimation 

process. This paper basically deals with performance evaluation 

of various frequency domain noise estimation methods in the 

scenario where, microphone receives mixture of desired signal 

and non stationary noise signal. The primary solution for 

denoising of mixture is to adapt any one of the blind source 

separation process such as independent component analysis which 

extract statistically independent source components. Due to some 

artifacts in ICA techniques, small amount of residual noise will 

remain in extracted sources. The effectiveness and performance 

evaluation of noise estimation techniques is carried out over 

residual noise along with wavelet Thresholding. Comparison of 

Martin’s , Minima controlled recursive averaging (MCRA), 

Improved MCRA (IMCRA), MCRA2, Spectral Minima Tracking 

method is done  based on various, speech enhancement objective 

parameters such as Log-Likelihood Ratio (LLR), Segmental 

Signal to Noise Ratio (SNRseg), Weighted Spectral Slope (WSS), 

Perceptual Evaluation of speech Quality (PESQ), Itakura-Saito 

(IS) Ratio  

 

Keywords: Blind Source separation, Non stationary Noise, Noise 

estimation Technique, Objective Quality Measures. 

1.  Introduction 

Noise is very crucial part of while developing any speech 

enhancement algorithm. Noise affects intelligibility as well 

as quality of speech signal via channel noise, additive 

noise, Non stationary noise etc. the noise estimation 

techniques plays very important role in speech denoising 

process, by extracting Noise power spectrum from noisy 

speech signal. This paper has significance in the area 

where, one has to make choice between various noise 

estimation methods particularly in blind source separation 

scenario. Independent component analysis is one of the 

very effective solutions to blind source separation, which 

deals with higher order statistics of speech and extracts 

statistically independent components from mixture of two 

or more signals. We have used FASTICA algorithm [2] 

along with the kurtosis fourth order cumulant method, 

which effectively differentiate between various 

independent components [3]. There may be possibility of 

presence of small part of noise in extracted independent 

components. So, here is a very critical matter to adapt 

appropriate frequency domain noise estimation algorithm 

which works well in this critical condition where noise is a 

very small part of speech signal. Minimum statistics and 

Minima controlled Recursive Averaging are main 

principles of noise estimation [6][7]. These methods have 

been adapted to obtain noise spectrum, according to 

estimated noise value, the threshold value is varying. The 

adaptive wavelet domain Thresholding [1] is carried out on 

independent components with their respective estimated 

threshold values. The efficiency of noise estimation 

algorithms is evaluated based on objective speech 

evaluation parameters [9].Finally comparison [10] is made 

for Minimum Statistic Method, Minima Controlled 

Recursive Averaging (MCRA), MCRA2, Improved 

MCRA, Spectral Minima Tracking in sub bands 

(Doblinger) method based on an Objective as well as 

subjective parameters with respect to different types of Non 

stationary Noise signals. The further paper is aligned as 

follows: II. Independent Component Analysis III. Noise 

Estimation Techniques. IV Simulation Results V. 

Conclusion. 

 

2.  Independent Component Analysis 

Independent component analysis (ICA) is a very effective 

mechanism for numerous applications such as blind source 

separation (BSS), unsupervised learning, feature extraction, 

and data compression. However, ICA finds a set of 

components that are non-Gaussian and mutually 

independent. Independent component analysis was 

originally developed to deal with problems that are closely 

related to the cocktail-party problem. The Basic ICA Model 

is given by following equation: 

        x(t) As(t) v(t)   (1) 

Where, s(t)= Clean speech, A= Mixing Matrix, v(t)= Noise 

signal. The basic problem of ICA is then to estimate the 

realizations of the original speech signals using only 

observation of the mixture x(t) , let us denote W, and 

obtain the independent component simply by 

𝑠(𝑡)  =Wx(t)   (2) 
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2.1  The FASTICA Algorithm: 

The FASTICA proposed by Hyvanrinen is based on a 

fixed-point iteration scheme. Here we adopted kurtosis as 

the estimation rule of independence. Kurtosis has widely 

used as a measure of non-Gaussianity in ICA, which can be 

estimated simply by using the fourth moment of the sample 

data. Kurtosis is defined as follows: 

Kurt(Si) = E[Si
4
] – 3(E[Si

2
])

2  
(3) 

We erect adjective function: 

Kurt (w
T𝑥𝑖 ) = E[(w

T𝑥𝑖 )] – 3[E{(w
T𝑥𝑖 )

2
}]

2
 (4) 

Since the observation signal has been pre-whitening, thus 

equation (8) can be simplified as: 

Kurt (w
T𝑥𝑖 ) = E[(w

T𝑥𝑖 )
4
] - 3∥w∥4  (5) 

Seeking the gradient of equation (9), we get the following: 
Δwα E [𝑥𝑖  (wi(k)

T𝑥𝑖 )
3
] - 3∥wi(k)∥2

 wi(k) (6) 

Using the fixed point algorithm, the iteration of fixed point   

algorithm can be expressed: 

wi(k) = E[𝑥𝑖  (wi(k-1)
T
 𝑥𝑖 )

3
] – 3wi (k-1) (7) 

Thus we obtain the FASTICA algorithm as follows: 

(1)Center the data to make its mean zero. 

(2)Whiten the data to get 𝑥𝑖  (t) 

(3)Make i=1; 

(4)Choose an initial orthogonal matrix foe W and make 

k=1; 

(5)Make wi(k) = E [𝑥𝑖  (wi(k-1)
T
 𝑥𝑖 )

3
] – 3wi (k-1) 

(6)Make wi(k) = 
( )

( )

i

i

w k

w k
 

(7)If not converged, make k=k+1 and go back to step (5) 

(8)Make i=i+1 

(9)When i<number of original signals, go back to step (4) 

Until |wi(k)
T
 wi(k-1)| is equal or close to 1, the iteration 

finish. 

 

3.  Noise Estimation Techniques 

3.1 Optimal smoothing and minimum Statistics Method 

(Martin’s Method):  

Martin proposed a novel noise estimation algorithm based 

on an optimal signal power spectral density smoothing 

method and on minimum statistics. The smoothing 

algorithm utilizes a first order recursive system with a time 

as well as frequency dependent smoothing parameter. The 

smoothing parameter is optimized for tracking non 

stationary signals by minimizing a conditional mean square 

error criterion and a bias compensation algorithm for 

minimum power spectral density estimates. Results with 

various noise types show that the time varying smoothing 

significantly improves the minimum statistics approach [6]. 

An input Noisy speech signal is transformed in the 

frequency domain by first applying a hamming window 

function w(n) to M samples of y(n) and then computing the 

M-point FFT of the windowed signal. 

              𝑌 𝜆, 𝑘 = 𝑦 𝜆𝑀 + 𝑚 𝑤(𝑚)𝑒−𝑗2𝜋𝑚𝑘 /𝑀              (8) 

Where λ is the frame index and k indicates frequency bin 

index varient from k = {0, 1, 2 ... M-1}. Y(λ, k) is the short 

term Fourier Transform (STFT) of y(n). Periodogram of the 

noisy speech is approximately equal to the sum of 

periodogram of clean and noise signal given as 

 

                   |𝑌 𝜆, 𝑘 |2 ≈ |𝑋 𝜆, 𝑘 |2 + |𝐷 𝜆, 𝑘 |2               (9) 

 

Where |Y(λ, k)|² is the periodogram of noisy speed signal,  

|X (λ, k)|² is the periodogram of clean speed signal and 

|D(λ, k) |² is the periodogram of Noise signal. 

Following are the steps to obtain an estimate of the power 

spectrum of the noise by tracking the minimum of 

smoothed power spectrum P (λ, k). 

1) Spectral Analysis of noisy speech signal with 

window FFT analysis results in a set of frequency 

domain signals which can be written as: 

 

     𝑌 𝜆, 𝑘 =  𝑦 𝜆𝑅 + 𝜇 ℎ(𝜇)𝑒−𝑗2𝜋𝑘𝜇 /𝐿𝐿−1
𝜇=0          (10) 

 

Where λ is the sub sampled time index, and K is 

the frequency bin index, K Є {0,1,2……L-1} 

2) Compute smoothing parameter: The multiplication 

of the correction factor with the optimal 

smoothing parameter then yields the final 

smoothing parameter 𝑎 (λ,k) 

  

𝛼  𝜆, 𝑘 =
𝛼 max 𝛼𝑐(𝜆)

1 + (𝑃(𝜆 − 1, 𝑘) 𝜎 2  𝜆 − 1, 𝑘 − 1)2
 

                                                                               

(11) 

3) Compute smoothed power: The recursive 

smoothed periodogram is considered to highlight 

some of the obstacles which are encountered in  

such an approach  

 

𝑃 𝜆, 𝑘 = 𝛼 𝜆, 𝑘 𝑃 𝜆 − 1, 𝑘 + (1 − 𝛼(𝜆 − 𝑘))|𝑌 𝜆, 𝑘 |2 
     

            (12) 

Where α is the smoothing constant. The above 

recursive equation in recognized as Low pass 

filter, which provides a smoothed version of 

periodogram |Y (λ, k) |². 

4) To compute bias correlation: approximate the 

inverse mean of the minimum by 

 

𝛽 min 𝜆, 𝑘 ≈ 1 + (𝐷 − 1)
2

𝑄 𝑒𝑞(𝜆, 𝑘)
Γ(1 +

2

𝑄 𝑒𝑞 𝜆, 𝑘 
)𝐻(𝐷) 

     

            (13) 

Where, the inverse normalized variance 𝑄 𝑒𝑞(𝜆, 𝑘) 

is also called “equivalent degrees of freedom” 

since (moving average) smoothing of 𝑄 𝑒𝑞(𝜆, 𝑘) 

independent squared Gaussian variates would 

yield an estimate with the same variance. Where 

𝑄 𝑒𝑞(𝜆, 𝑘) is a scaled version of 𝑄𝑒𝑞 𝜆, 𝑘  
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5) An optimized results were obtained by choosing 

the smoothing parameter β(λ,k)= α
2
(λ,k) and by 

limiting β(λ,k) to values less or equal to 0.8 [6] 

Finally, 1\ 𝑄𝑒𝑞 𝜆, 𝑘   is estimated by, 

 

            
1

 𝑄𝑒𝑞 (𝜆,𝑘)
≈

𝑣𝑎𝑟 {𝑃(𝜆,𝑘)}

2𝜎 4(𝜆−1,𝑘)
           (14) 

3.2 Minima Controlled Recursive Averaging (MCRA)  

 

Cohen Proposed MCRA Noise estimation algorithm. The 

commonly used Principle for noise spectral estimation is 

Recursive averaging Process. It is very effective method 

rather than employing Voice Activity Detector based 

techniques which restricts the updates of noise estimator to 

the particular periods of speech absence. MCRA method 

derives smoothing parameter in time as well as frequency 

according to speech presence probability which is again 

controlled by minima values of smoothed periodogram of 

noisy speech signal. According to method explained in [7], 

the conditional speech presence probability 𝑝 (λ, k) is 

computed by comparing the ratio of the noisy speech power 

spectrum to its local minimum against a threshold value. 

This Algorithm is called as Minima Controlled Recursive 

Averaging Algorithm (MCRA) due to reason that, 

probability estimate value 𝑝  (λ, k) and the time smoothing 

factor α (λ, k), is controlled by the estimate of spectral 

minimum. [11]This Algorithm is modified by researchers 

and some of them are MCRA-2 Algorithm explained in [8], 

improved MCRA Algorithm explained in [9]. 

The basic MCRA noise estimation algorithm steps are as 

follows: 

1) Noise Spectrum Estimation 

 𝑌 𝑘, 𝑙 =  𝑦 𝑛 + 𝑙𝑀 ℎ 𝑛 𝑒−𝑗(2𝜋/𝑁)𝑛𝑘𝑁−1
𝑛=0           (15) 

Where K is the frequency bin index, l is the time 

frame index, h is an analysis window of size, M 

and N is the frame update step in time. 

2) Calculate Signal Presence Probability 

In frequency Domain Representation, we use a 

window function whose length is 2w+1 

 

           𝑆𝑓 𝑘, 𝑙 =  𝑏 𝑖 |𝑌 𝑘 − 𝑖, 𝑙 |2𝑤
𝑖=−𝑤               (16) 

In time Domain, the smoothing is performed by a 

first order recursive averaging, given by 

 

       𝑆 𝑘, 𝑙 = 𝛼𝑆 𝑘, 𝑙 − 1 +  1 − 𝛼 𝑆𝑓(𝑘, 𝑙)         (17) 

 Where, 𝛼(0 < 𝛼 < 1) is a smoothing parameter. 

3) Compute the ratio between the local energy of the 

noisy speech and its derived minimum. A Bayes 

minimum-cost decision rule is given by: 

                         (18) 

Where P(H0) and P (H1) are the a priori 

probabilities for speech absence and presence, 

respectively. 

4) The following is an estimator function for 𝑝 (𝑘, 𝑙) 

 

     𝑝  𝑘, 𝑙 = 𝛼𝑝  𝑘, 𝑙 − 1 +  1 − 𝛼 𝐼(𝑘, 𝑙)             (19) 

 

Where, 𝐼(𝑘, 𝑙) denotes an indication function. 

 

4.  Simulation Results 

The Simulation is carried out on NOIZEUS database 

(sp01.wav: The birch canoe slid on the smooth planks) 

clean signal Mixed with Various Non stationary noise 

signals from SpEAR database. The independent component 

analysis separates original source signal, which is again 

denoised using different Noise estimation techniques. Table 

1, Table2, Table3 Corresponds to Objective Quality 

measure parameters [10] of denoised speech signals 

evaluated under influence of Car noise, Factory Noise and 

Pink Noise respectively for various Noise estimation 

Techniques listed below: 
 

Table I. Comparison of Noise estimation methods in case of Volvo noise 

 

 Table II. Comparison of Noise estimation methods in case of Factory 

noise 
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 Table III. Comparison of Noise estimation methods in case of Pink noise 

 

 

 

 

 

 

 

 

 

Figure 1. Graph of LLR values for different noise estimation methods in 
the effect of Volvo, Factory and Pink Noise 

 

 

 

 

 

 

 

 

 

Figure 2. Graph of WSS values for different noise estimation methods in 
the effect of Volvo, Factory and Pink Noise 

 
Respective Algorithms are simulated on MATLAB 
version-7.0.Simulation results are used for evaluation of 
quality of enhanced speech signal. The intelligibility and 
speech quality measures reflect the true performance of any 
speech enhancement algorithm as well as Noise estimation 
Technique. Quality assessment is done using subjective and  

 

Figure 3. Graph of IS Ratio values for different noise estimation 
methods in the effect of Volvo, Factory and Pink Noise 

  

Objective quality measures, which involve a mathematical 
Model, used for comparison of the original and processed 

Speech signals. Objective measures signify Quality of 
enhanced speech by measuring the numerical distances 

between original and processed speech signal [10]. Log-

Likelihood Ratio (LLR), Itakura- Saito ratio, Weighted 
Spectral Slope , Segmental Signal to Noise ratio are an 

objective quality measures corresponding to each frame of 

speech signal. Perceptual Evaluation of speech quality 
(PESQ) is subjective quality measure parameter; this is 

estimated with the help of various listening tests and Mean 
opinion score (MOS) of corresponding tests. PESQ 

measures suitable mainly for predicting signal distortion, 

noise distortion and overall speech quality. LLR provides 
distance between two frames by means of Log function of 

auto correlation ratio of corresponding clean and processed 

speech. The IS ratio measures distance between two frames 
based on various spectral levels in signal. Weighted 

Spectral Slope is obtained as difference between current 
and adjacent spectral magnitudes. Small values of LLR, IS 

and WSS are required for better quality enhanced signal. 

The Statistics shown in bar graphs indicates performance 
level of every Noise estimation method verified for Volvo, 
Factory and Pink Noise. Martin’s Minimum Statistics 

process works better and provides satisfied level of 
parameters as compared with other competitive methods. 

 

5.  Conclusions 

Noise Estimation is very crucial and important process in 

case of Blind Source Separation Problem. Independent 

Component Analysis with kurtosis function produces 

statistically independent components with some small 

amount of residual noise. Comparing various Noise 

estimation techniques based on objective parameters we 

concluded that, Martin’s Minimum statistic algorithm 

works better in this particular case of Blind source 

separation. We obtained significant improvement in 
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frequency domain parameters with the minimum statistic 

method whereas in a case of speech enhancement algorithm 

in which Segmental Signal to Noise Ratio is major 

significant parameter, Spectral Minima tracking in sub 

band (Doblinger’s Method) Produces better results. 
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