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Abstract 

A framework for TLM architecture exploration of multi-core 
systems is presented. Starting with a Task Precedence Graph 
(TPG) as a design entry, different architectures with different 
number of processor cores, number of busses, task-to-processor 
and channel-to-bus mappings are automatically generated. The 
viability and potential of the proposed approach is demonstrated 
by an illustrative example.  
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1. Introduction 

With the increasing complexity of multi-core systems, it is 
necessary to have an easy, efficient, and automatic technique 
for fast analysis of architecture trade-offs in early stages of the 
design [1]. Transaction Level Modeling (TLM) provides a fast, 
simple and powerful methodology to enable early exploration 
of possible architectures [2].  

Several TLM-based design space exploration 
methodologies for multi-core systems have been developed. 
MULTICUBE presents a framework for design space 
exploration of multi-core systems based on design parameters 
[3]. The multi-processor platform is simulated based on Cycle 
Accurate (CA) TLM. The system requires an architect 
engineer to explore different strategies, metrics and constraints. 
The research in [4] targets the architecture exploration of 
inter-subsystem communication in Multiprocessor Systems-
on-Chip MPSoCs with A Kahn Process Network (KPN) as the 
design entry. A Virtual Platform (VP) level, where software is 
executed by Instruction Set Simulators (ISS) and hardware 
cores are modeled using CA models, is adopted. CA modeling 
slows-down simulation which increases the time-to-market.  

In this paper, a new Approximately-Timed (AT) TLM-based 
framework for architecture exploration of specialized multi-
core system architecture is presented. Starting from Task 
Precedence Graphs (TPG) different architectures are explored. 
The presented technique allows visualization and easy 
analysis of throughput, latency, and utilization metrics of 
various resources in the system.  

2. TLM Multi-Core Architectural Exploration 
Framework  

 The proposed framework for TLM-architecture exploration of 
specialized multi-core system architecture is shown in Figure 
1. The design entry is the software application specified as a set 
of communicating tasks exchanging data through blocking 
channels expressed as a Task Precedence Graph (TPG).  
A scheduling algorithm [5] is applied to solve the task 
allocation/scheduling problem to obtain the optimum schedule on 
a multiprocessor system while reducing the number of processors 
in the target system. The algorithm also resolves conflicts in the 
communication channels. The algorithm provides different 
architecture options [modeled as Architecture Level Models 
(ALM)] that satisfy the optimum schedule length with different 
number of processor cores. Each ALM represents an architecture 
structure of the system which is specified by the number of cores, 
the number of busses, task-to-core mapping, and channel-to-bus 
mapping.  

Once the ALM file is generated, the target multi-core system 
and its simulation dynamics are automatically built using 
scalable transaction-level modeling methodology [6]. 
Functionality, communication, timing, and power are all 
separated aspects in the presented methodology. Each 
processor core has Local Memory (LM) that is used for the 
communication among the tasks on the same core. Each CPU 
core is the initiator for the required read/write transactions 
based on the running tasks. The tasks communicate using the 
shared memory through specific memory addresses. All 
models are instantiated from a library of fast generic models.  

Each CPU core is modeled using a single SC_THREAD that 
runs different tasks according to the provided schedule. For 
each task, the thread is suspended for the specified execution 
time based on the computation cost of the running task. State-
based power [7] is used to model the computational power for 
tasks which are running on each processor core. A state 
variable is changed whenever a new scheduled task start 
running on the core. The power consumption is evaluated 
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based on the value of this state variable and is updated each 
time this state variable is refreshed. 
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Fig. 1 TLM multi-core system architecture exploration framework. 

3. Illustrative Example  

    A practical example is shown in Figure 2. The tasks 
computation cost as execution time in cycles and consumed 
energy in nJ are listed. The communication time for all 
communication channels is 200 cycles with energy 
consumption of 38μJ per bit. The scheduling algorithm 
provides two ALM models using two-core and three-core 
architectures with the same schedule length. A single core 
system was not sufficient to achieve the target latency.  
 
The task mapping is illustrated for both architectures as shown 
in Figure 3. For the three-core architecture, two buses are 
needed to resolve the channel conflicts (Ch1 conflicts with Ch3 
and Ch2 conflicts with Ch4). Using graph coloring algorithm, 
channels Ch1 and Ch2 are mapped to Bus1 and channels Ch3 and 
Ch4 are mapped to Bus2. The TLM-based architecture of the 3-
core and the 2-core systems are plotted in Figure 4. 

 
  

 Fig. 2 TPG for a practical system. 

 
 

 Fig. 3 Different architectures tasks mapping on (a) 3 cores, (b) 2 
cores. 

 

 
 

Fig. 4 TLM-based architecture. (a) 3-core, (b) 2-core. 

 
For each architecture, simulation runs in AT mode which 

provides several orders of magnitude speedup over cycle 
accurate models while producing sufficiently accurate 
simulation results. For SystemC elaboration phase, LT 
(Loosely Timed) simulation mode, where no timing constraint 
is taken in account, is used for fast system bring-up. A clock 
speed of 100 MHz is used. The delay and power are ignored 
since they are negligible. The GANTT (scheduling chart) is 
plotted to illustrate the tasks execution schedule on the cores as 
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shown in Figure 5. Different statistic information for various 
data transfers are determined to help the designer to compare 
power consumption and the resource idle time of different 
architectures as shown in Table I.  

 
 

Fig. 5 GATT chart (a) 3-core, (b) 2-core. 

Table 1: Comparing 2-cores and 3-cores architecture  

Performance criterion 3-core 2-core 

Power 
(mW) 

Dynamic 1430 1059 

Clock 13 7 

Leakage 3 1 

Total power 1445 1067 

Resource idle time 
(%) 

Processor cores 63 64 

Busses 72 86 

5. Conclusions 

   A new framework for TLM-based architecture exploration 
for multi-core system starting from TPG is presented. TLM 
provides fast and still accurate efficient exploration 
methodology Separating functionality, timing, and power 
aspects reduces the modeling effort and speeds exploring 
different architectures. The proposed approach not only 
contributes in dramatically decreasing the exploration time, 
but also eases design understanding, evaluation and analysis. 
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