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Abstract 
Artificial neural networks (ANNs) with two stage training have 
been proposed for efficient computation of resonant frequency of 
rectangular microstrip antenna. In the proposed approach in first 
stage the ANN model trained with empirical relation of resonant 
frequency with structural and substrate parameters of antenna 
then in second stage the model has been trained with the actual 
experimental data. The proposed approach has been validated 
using experimental published data and compared with results of 
other models published in different research papers. The result 
shows that the proposed approach is more accurate than the 
models developed using experimental data only.   The results of 
the two stage training are in very good agreement with the 
measurements, and better accuracy than other ANN models 
developed using experimental data only. 
Keywords: Artificial neural networks (ANNs), computer aided 
design (CAD), learning algorithms, microstrip antenna, 
microwave device modeling. 

1. Introduction 

During the past four decades, there has been a spectacular 
progress in microwave technology based microstrip 
devices and its application to both military and civilian 
areas primarily due to their simplicity, light weight, low 
profile, conformability, reproducibility, low manufacturing 
cost, reliability, ease in fabrication and integration with 
solid-state devices [1-3]. In military applications, it has 
played a key role in radar and electronics warfare (EW) 
systems and for the civil purposes, microwave has greatly 
helped in the expansion of mobile and satellite 
communication facilities. The emergent commercial civil 
and defence market of wireless communication devices 
over the past decade has led to explosion of interest and 
opportunities for design and developments of different 
types of microwave components. The wireless industry 
emphasizes on the development of components or systems 
(group of components) in shortest possible time and at low 

development cost. Modern industrial developments in the 
design of microwave components suggest the development 
of fully integrated subsystems that can be fabricated in 
large numbers. This places the demand of computer-aided-
design (CAD) tools for the development of required 
microwave components and systems. The main objective 
of microwave CAD is faster and accurate development of 
components or systems while maintaining their efficiency. 

Efforts to lower the cost and reduce the weight and volume 
of monolithic microwave and millimeter wave integrated 
circuits (MMIC’s) have resulted in high-density circuits 
where a large number of interconnects are used. With this 
increased complexity and higher operating frequencies of 
microwave and millimeter wave devices an accurate and 
efficient design procedure is required to carry out the 
device synthesis. In present scenario methods of designing 
generally used are based on electromagnetic theory but 
there are some drawbacks of these methods like quasi-
static models are valid only at low frequencies or over 
very short range of frequency and not available for all the 
devices. Full-wave characterization can lead to accurate 
results, but at much higher computational expense and 
they are very time consuming which prevents their use in 
practical interactive CAD. Many new EM simulation tools 
are being developed by industries to automate the design 
process. Some of them are embedding search methods like 
conjugate-gradient method, quasi-newton method, etc. for 
optimizing the design parameters. The drawback of these 
methods is that they require initial guess which should be 
close to the optimum design otherwise they reach up to 
local minima. Soft-computing algorithms [4] are reliable 
alternatives to these methods for getting optimum designs. 

 In the present paper, an efficient computation of resonant 
frequency of rectangular microstrip antenna has been 
presented using new two stage training on ANN model. 
The ANN model is used with four structural parameters of 
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antenna that are thickness of substrata, relative dielectric 
constant, width and length of patch as input to compute 
resonant frequency as output. In the proposed two stage 
training, an ANN model is trained in two stages. In first 
stage ANN model is trained with the data generated by 
empirical formula and in second stage with experimental 
published data to compute resonant frequency of real 
antennas. Results shows that the proposed approach give 
better accuracy in compression with the conventional 
approaches where models are trained with small data sets.  

2. Problem Geometry 

 
Fig. 1 Geometry of printed rectangular microstrip antenna (a) 
Top view of microstrip patch, (b) Side view of microstrip 
antenna with coaxial feed. 

Problem geometry has been illustrated in Figure 1.  A 
rectangular microstrip antenna of width W and length L 
printed on substrate of thickness h and relative dielectric 
constant r. The resonant frequency for different modes of 
resonance of the printed antenna can be calculated from 
[1,3]. 

푓 =
푐

2 휀
푚
퐿 +

푛
푊  

(1) 

where, 푓  is resonant frequency corresponding to mode 
m and n  both belongs to set of positive integers including 
zero. In the present study only fundamental TM10 mode is 
considered for which m is one and n is zero. c is speed of 
electromagnetic wave in free space, 퐿  and 푊  are 
effective length and width of microstrip patch respectively 
and 휀  is effective dielectric constant defined as 

휀 =
휀 + 1

2 +
휀 − 1

2 1 + 12
ℎ
푊  

(2) 

The effective length 퐿  is sum of length of patch 퐿  and 
edge extension length ∆퐿 because of fringing effect can be 
defined as 

퐿 = 퐿 + 2∆퐿 (3) 

and edge extension length ∆퐿, 

∆퐿 = 0.412ℎ
휀 + 0.3 (푊/ℎ+ 0.264)
휀 − 0.258 (푊/ℎ + 0.8)

 
(4) 

Similarly, one can define effective width		푊 . 
 
3. Artificial Neural Networks 

 
Fig. 2 ANN model with four input parameters and resonant 
frequency as output. 
An Artificial Neural Network (ANN) [5] is a mathematical 
model which typically emulates certain features of real 
neural networks found in animal brains. ANN is used 
in wide variety of problems like information 
processing, pattern recognition, clustering, 
classification, image processing and system 
modeling among others [5, 6]. An ANN models 
designed in a way in which the animal brain performs a 
particular task or function of interest with given set of 
inputs. An artificial neural network has a build in capacity 
to learn from its environment by undergoing a training 
session by adjusting its adaptive parameters. According to 
Hayking [5] a neural network is massive parallel 
distributed processer that has a nature tendency for storing 
experiential knowledge and making it available for use. 
ANN works like an animal brain in two ways, 1) It 
acquires knowledge through learning and 2) Knowledge is 
gain or memorized by the means of strength of inter 
neuron synaptic weights. To realize or design specific 
function using ANN, large numbers of small processing 
units known as neurons are used which act as building 
block of any ANN models. Knowledge is gained by 
changing the strength of inter neuron synaptic weights and 
the rule which governs the weight change is known as 
learning rule or algorithm. 
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Fig. 3 Final ANN model configuration with two hidden layers and output layer. 
 
4. Two Stage Training 
 
Training is the next step after ANN network is structured 
for a particular function. In general ANN networks are 
initialized with random synaptic weight matrix before start 
of training. There are two main approaches used for 
training of ANN networks, supervised and unsupervised 
[5,6]. Supervised approach has been used in present study. 
In supervised approach network is provided desired output 
corresponding to the some specific input and these inputs-
outputs data pair know as training data pairs or sets. In 
case of unsupervised approach network has to make its 
own sense of the inputs without external help. ANN 
models in supervised learning compares output of models 
with desired output to compute error or deviation in 
output, this error is propagated back through the network 
to adjust synaptic weight matrix in such a way that the 
error minimizes. 
ANN models map input set to output set, these models act 
as black box which work as function but inside of network 
is not very clear.  Accuracy of model in generating outputs 
for unseen or test data (data other than used during 
training) depends largely on training set. To have accurate 
model training data should be adequate, accurate and 
uniformly distributed over input range. But in the case of 
modeling of system where available data is inadequate in 
size it is very difficult to have accurate ANN models and 
with small size of training data there are chance of over-
learning [5] in which model generate good results 
corresponding to training data but high errors on test or 
unseen data. In this paper a new approach has been 
proposed for training of ANN network when available 
training sets are of small size. The new approach  is named 
as two stage training. In two stage training, in place of 
using small size training set directly on ANN model for 
training, the training is carried out in two stages. In first 
stage ANN model is trained with data generated from 
empirical formulas available for system, then the trained 
ANN model in first stage is used in second stage training 
to train ANN model second time with available small 
actual data. Using proposed approach accuracy can be 

increase with avoiding over-learning problem. Three step 
algorithm used in the paper is given below:     
 
Algorithm: Two stage training 
 
Step1: Structured ANN model initialize with random 
synaptic weight matrix. 
Step2: Training of model of step1 with data generated 
from empirical formula. 
Step3: Training of trained model in step2 with available 
experimental or actual data. 
 
In the present study Levenberg-Marquardt algorithm [7,8] 
is used in step1 and step 2 for training of ANN models. 
Levenberg-Marquardt algorithm provides a numerical 
solution to nonlinear function minimizing problems and it 
is fast and gives stable convergence. 

 
Fig. 4 Performance of ANN models during training. 
 
 
5. Result and Discussion 
 
For calculating the resonant frequency of rectangular 
microstrip antenna ANN model is with four inputs and one 
output as illustrated in Figure 2. Two inputs are substrate 
parameters that is dielectric constant r and thickness of 
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the substrate h and other two inputs are parameter of 
printed microstrip patch length L and width W. 

Fig 5. Comparison of computed and target frequency for 
Model_1. 
 
The output of the model is resonant frequency of 
rectangular microstrip antenna. Hidden layers and the 
number of neurons in the ANN model has been decided by 
trial and error approach since there is no straight forward 
way to determine optimal number of hidden layers and 
numbers of neurons in corresponding layers. After testing 
several configurations it is found the most fitting network 
was 	4 × 4	 × 3 × 1 . It means 4, 4, 3 and 1 number of 
neurons in input, first hidden, second hidden and output 
layers respectively.    For hidden layers and output layer 
the tangent sigmoid and linear activation function was 
used respectively.  

Fig 6. Comparison of computed and target frequency generated 
from empirical formula for Model_2 in training stage one. 
 
The final structure of ANN model for the present problem 
with three layers is shown in Figure 3. In Figure 3 W1, 
W2, W3 are synaptic weight matrix and B1, B2, B3 are 
biasing weight matrix corresponding to three layers. 

Initially synaptic weight matrix of the ANN model is 
randomized in range 0 to 1 and this model is referred as 
Model_0 untrained model. Then the ANN Model_0 is 
trained with two ways, first way referred as Model_1 in 
which the ANN model is directly trained with 26 out of 33 
sets of experimental data [9,10] given in Table 1. The 
Model_1 is conventional way of use of ANN model in 
microwave device analysis and design [6]. For training 
Levenberg-Marquardt algorithm is used. Model_1 is 
trained with 103 epochs, performance in terms of mean 
squared error (mse) of Model_1 during training with 
epochs is given in Figure 4. In Figure 5 comparison of 
target (measured or desired) frequency (TF) with 
computed frequency (CF) and regression (Reg) line 
equations for training, testing and all data 
(training+testing) are plotted. In the same figure regression 
line equations and correlation coefficients R is given, all 
this proves goodness of model.  

 
Fig 7. Comparison of computed and target frequency for 
experimental data [9, 10] for Model_2 in training stage two. 
 
An innovative training approach has been proposed, 
named two stage training and the model trained using this 
approach is referred as Model_2. In Model_2, in first stage 
training Model_0 with same initial synaptic weight matrix 
which is been used for Model_1 is trained with the ten 
thousand set of data generated from empirical formula 
given in equation (1). For ten thousand sets of data 
generated by combinations of 10 equally space values of 
each input and the range of inputs are dielectric 
constant 	2.22 ≤  ≤ 10.20 , thickness of the 
substrate	0.017푐푚 ≤ ℎ ≤ 1.281푐푚 , length of microstrip 
1.0푐푚 ≤ 퐿 ≤ 3.5푐푚  and width 	0.776푐푚 ≤ 푊 ≤ 2.0푐푚 . 
First stage training is carried out using Levenberg-
Marquardt learning algorithm with 125 epochs 
performance during training is shown in Figure 4 and 
comparison of target frequency (TF) with computed 
frequency (CF) is given in Figure 6. Then the trained ANN 
model from first stage training  is used for second stage 
training  in which 26 out of 33 sets of experimental data  
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Table 1: Comparison of two stage training with other methods for resonant frequency and the sum of absolute error between experimental 
and computed frequencies of rectangular microstrip antenna. 

[9,10] given in Table 1 is used with Levenberg-Marquardt 
learning algorithm for 29 epochs for optimal learning and 
avoiding over-learning. Figure 4 shows performance and 
Figure 7 with regression (Reg-) line equations and 
correlation coefficients R compares computed frequency 
(CF) with target frequency (TF). 
The efficiency of two stage training over single stage 
training and other conventional methods with published 
results [11] comparisons are made in Table 1. In Table 1 
the proposed approach is compared with results from 
conventional methods [1, 2], [10], [12]-[19]. It is clear that 
in the proposed method sum of absolute error is smallest. 
It is also proved from the Table 1 that accuracy in 
computation of resonant frequency of microstrip antenna 
increase by considerable amount in case of two stage 
training  in comparison with single stage training  for same 
initial synaptic weight matrix. Goodness of models can be 
compared from Figure 5 and 7, correlation coefficients R 
between target frequency (TF) and computed frequency 
(CF) in case of Model_1 based on single stage training  is 
0.99997 for training data, 0.9996 for test data and 0.99982 
for all 33 (training + test) data set where as in case of 

Model_2 based on two stage training  correlation 
coefficients is more closer to one, 0.99999 for training 
data, 0.99988 for test data and 0.99992 for all 33 (training 
+ test) data set. From above results it is clear that two 
stage training provides high degree of accuracy in 
computing resonant frequency and superior to single stage 
training and other conventional approaches. 
 
6. Conclusions 
Resonant frequency of rectangular microstrip antenna has 
been computed using novel two stage training approach on 
ANN model.  ANN model is used as black box to generate 
resonant frequency as output corresponding to four input 
height of the substrate with dielectric constant and 
dimensions of rectangular patch antenna. In the proposed 
approach in first stage the ANN model trained with 
empirical relation of resonant frequency with structural 
and substrate parameters of antenna then in second stage 
the model has been trained with the actual experimental 
data. The results of the proposed approach are in very 
good agreement with the measurements and shows better 
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accuracy than other traditional approaches. The proposed 
approach offers an accurate and efficient alternative 
method for the calculation of resonant frequency of 
antenna. This approach is not limited to the rectangular 
microstrip antenna it can be easily applied to other antenna 
and microwave circuit problems. The high-speed real-time 
computation feature of the proposed approach 
recommends its use in computer-aided design programs. It 
is expected that the hybrid approach will find potential 
application area in electromagnetic engineering and device 
designs. 
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