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Abstract 

Outliers are records in real datasets which have abnormal 
behavior comparing with other records in datasets. Finding 
outliers in numerical dataset is easy. Many methods are available 
for numerical datasets. Number of methods is also available for 
categorical datasets. But very less number of methods is 
available for mixed attribute Datasets. In all the available 
methods, the concept of frequent pattern mining is used. Finding 
different frequent patterns from datasets for the categorical 
attributes is a cumbersome process. In proposed model, Mixed 
Attribute Outlier Factor (MAOF) is presented. Which is a simple 
technique and it requires only one scan of dataset. MAOF is 
derived based on Attribute Value frequency (AVF) for 
Categorical part of dataset and cosine factor for continuous part 
which is derived from the mean record to the remaining 
numerical data points in the dataset. Average of these two factors 
will give the MAOF score. This model has been applied on  
Bank dataset which is a real dataset taken from UCI ML 
repository [10]. This method shows the good results. 
 
Keywords: Data mining, Outlier detection, Oteyscores, 
ODMADscore, MAOF score. 
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1. Introduction 

Most of the real datasets contain mixed type of attributes. 
Finding outliers of this type of datasets is very useful to 
model the data. Outlier analysis is an important task in 
many fields like medicine, bank, and networks. Existing 
systems concentrated on finding frequent patterns. Outlier 
factors are found by the frequent patterns gives us a very 
high complexity. There are so many methods derived  
 
 
from frequent mining concept. Some methodologies are 
derived based on Appriori property to reduce the 

complexity [14]. By this approach forming the number of 
subsets for each record and scanning the dataset for all 
these subsets for frequency is a problem. Even utilization 
of Appriori concept does not in prove efficiency. The 
proposed model solves all these problems. This proposed 
method utilized the concept of attribute value frequency 
for categorical part of dataset and cosine vector product 
concept for numerical part of records in datasets. 

2. Terminology 

Different terminologies are required for existing and 
proposed model about frequency, support and input 
number of outliers etc is given in Table.1 below. 
 
 Table.1. Terminology used in this paper. 
 

Term Description 
K Target number of  outliers  
N Number of objects in Dataset 
M Number of Attributes in Dataset 
xi ith object in Dataset ranging from 1 to n 
Aj jth Attribute ranging from 1 to m 
D(Aj) Domain of distinct values of jth attribute 
xij cell value in ith object which takes from 

domain  dj of jth attribute Aj   
D Dataset 
V Set of all distinct values in Dataset D 
P Set of all combinations of distinct attribute 

values, where each attribute occurs only 
once in any combination 

I Item set 
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F Frequent Item set 
IF Infrequent item set. 
f(xij) Frequency of xij value 

FS(xi) Set of frequent Item sets of xi object 
IFS(xi) Set of infrequent Item sets of xi object 
Minsup Minimum support of frequent item set 
Support(I) Support of Item set I 

3. Existing approaches for mixed 
attribute datasets based on Item 
frequency 

3.1 Otey Score Algorithm 

In this approach anomaly score is computed by 
partitioning the entire mixed dataset in to two parts. First 
part contains categorical subspace and the second part 
contains numerical subspace. Outlier factor of categorical 
part is denoted as Score1 (xi) and outlier score of 
numerical part is denoted by Score2 (xi). This approach is 
described based on links between attributes. 
This approach is derived as below: 
Let V= set of all distinct categorical values included in 
Dataset 
C= Set of all combinations (itemsets I) of distinct attribute 
values 

i.e  P FS IFS                                          (1) 
Where FS = Set of Frequent Itemsets such that sup 
(Itemset) user defined threshold value. 
 IFS= Set of infrequent Itemsets 
 Sup (I) = support of itemset I 
Now the outlier score of the categorical part is defined as 
below: 

i

11( ( ))
(x )

Score C xi
II FS

 
                     (2) 

Let CI is the covariance of the itemset I,  
CIij is the covariance of I in ‘i’ and ‘j’ attributes from 
numerical part  
CxiIij is the covariance of I in ‘i’ and ‘j’ attributes from 
numerical part for the object xi     
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                (3) 
The violation score of an object xi is defined as below: 
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Where 
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 follows the normal distribution 
Now the outlier score of xi in a dataset 
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            (7) 

Where C1: sup (I)   threshold value C2: sup (I)>  , 
where  is maximum violate score.   
Based on these two scores we can find outlier factor of an 
object in mixed attribute dataset. Another approach of 
finding outlier factor for every object in mixed type of 
Dataset is defined by Koufakou et al in [3]. 

3.2 ODMAD Score  

This algorithm also depends on two parts of mixed data. 
The first part is categorical subspace; second part is 
numerical subspace of the dataset. 

( ) 1
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IF xi

Score xi
IF xi IF xi

 
     (8) 

MAXLEN = user entered maximum length of in frequent 
itemset, 
Sup (IF (xi) = support of infrequent itemset in object xi, 

( )IF xi
 =length of infrequent itemset in object xi, 
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Here ‘a’ is a categorical value included in the object xi.  
Based on the above scores the outlier factor is found in 
ODMAD.In both approaches finding frequent itemsets is a 
big problem. So we approached the below way. 
 

3.3 Proposed Method 

 
In this approach outlier factor is found with forming any 
frequent patterns in an object. Instead of this the attribute 
value frequency has been proposed. From the above two 
approaches number of scans of a dataset is required. 
Proposed method needs only on scan of the dataset. This 
proposed method finds again two scores, one is for 
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categorical part of dataset and other is for numerical part 
of the dataset. Score1 is defined like below: 
Let there are ‘m’ categorical attributes and ‘n’ numerical 
attributes in a dataset. 

ij
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Here iNx  is a vector of means of all attributes in 
Numerical part of Dataset. 
        iNx  is the vector of all attribute values in the 
numerical part of the ith object.  
MAOF factor can be defined as 
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     (13) 

4. Experimental Results 

Experiments are conducted on 1342, 1298, 1279, 1200 
records respectively from 1-in-2, 1-in-5, 1-in-8, 1-in-10 
samples are taken from Bank dataset which is taken from 
UCI machine Repository [10]. Different sample are 
selected from Bank date with two class values. These 
samples are selected like that one sample from each two 
records, one sample from each 5 records, one sample from 
each 8 records, and one sample from each 10 record from 
“yes” class records. These are mixed-up with normal 

records. Then 45 records are created randomly with much 
variation and mixed up with the above said samples. All 
these operations are conducted by Clementine 11.1 tool. 
Our model found these created records from each sample 
as given in the below Table.1.1 
 

 
 
 
Fig.1 Comparison of true positives found in different 
samples for different inputs 
 
 

 
Table.1 Comparison of the number of outliers found for different input ‘K’ 

 

Sample 

Number of true and false outliers are found for different K values given as input 

K=10 K=20 K=30 K=40 K=50 

True False True False True False True False True False 

1-in-2 10 0 20 0 30 0 39 1 39 11 

1-in-5 10 0 20 0 30 0 39 1 39 11 

1-in-8 10 0 20 0 30 0 39 1 39 11 

1-in-10 10 0 20 0 30 0 39 1 39 11 

 

From the Table 1 it is shows that for inputs k=10, k=20, 
k=30 this model found exact number of true positives and 

for k=40 and for k=50 it has found 39 true positive out of 
45 outliers which are included in Bank Dataset. The first 
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score computes how much an object deviates from the 
others in categorical part and the score computes cosine 
product which calculates the similarity between mean for 
numerical part and an object in the Numerical part of each 
object. These results are not compared with others because 
the approach is entirely different with the existing ones.  

5. Conclusion and Future Work 

This model has been developed on Attribute Value 
Frequencies for categorical data and cosine dot product for 
numerical dataset. These two scores give the factors in the 
range of 0 to 1 and its average again gives the value in the 
range of 0 to 1. In future we investigate the numerical 
score by correlation factor between mean of the attribute 
values in numerical part and the numerical part in each 
object. 
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