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#### Abstract

The multi-objective optimization method proposed in this paper does not convert multi-objective problem into a single objective problem. The given objective functions are treated as they are. A new type of transformation known as sum of ratios of objective functions is adopted. The contribution of decision variables to all the objective functions is determined in each iteration of the proposed algorithms. Solution that is extreme to all the objectives is determined.


### 1.0 Introduction

Existing methods to solve separable non-linear multi-objective optimization[11] problems transform the given objective functions in one way or other and convert them into single objective optimization problem and a compromise solution is obtained. When all the objectives are important, a compromise solution may not be optimal.
In this paper, a new method to solve large scale multi objective separable non-linear programming problems is presented. The proposed method solves the multi objective optimization problem by performing a new type of transformation on objective functions.

### 2.0 Linear Multi objective Optimization Problem

A separable non-linear multi objective optimization problem has a number of functions which are to be extremized. A seperable non-linear multi objective optimization problem with $\mathbf{t}$ number of objective functions, m number of constraints and n number of decision variables in its general form:

$$
\text { Extremize } Z(X)=\left\{\begin{array}{c}
z_{1}(X) \\
z_{2}(X) \\
\cdots \\
z_{t}(X)
\end{array}\right\}
$$

where $z_{i}=\phi_{i}\left(x_{1}, x_{2} \ldots x_{n}\right)+\phi_{i 0} \quad i=1 \ldots . t$
Subject to the constraints,

$$
\begin{aligned}
& \mathrm{g}_{1}\left(x_{1}, x_{2} \ldots x_{n}\right) \leq b_{1} \\
& \mathrm{~g}_{2}\left(x_{1}, x_{2} \ldots x_{n}\right) \leq b_{2} \\
& \mathrm{~g}_{3}\left(x_{1}, x_{2} \ldots x_{n}\right) \leq b_{3} \\
& \quad:::::: \\
& \mathrm{g}_{\mathrm{m}}\left(x_{1}, x_{2} \ldots x_{n}\right) \leq b_{m} \\
& \text { and } \mathrm{x}_{j} \geq 0 \quad \mathrm{j}=1,2, \ldots \mathrm{n}
\end{aligned}
$$

Solution is a vector of $n$ decision variables $\mathrm{X}=(\mathrm{x} 1, \mathrm{x} 2$, ....xn) which extremizes multiple objectives.

### 2.1 Proposed Method

Proposed method finds solution to multi objective optimization problem by employing the idea of optimizing a sum of separable non-linear fractional functions[13]. Different orderings (permutation) of the given objective functions are formed. Problem is solved by taking different orderings of objective functions. Each ordering is used to form a sum of ratios objective function. Promising variables are identified, arranged and allowed to enter into basis for each ordering of objective functions. Promising variables are allowed to enter into basis only if they improve the objective fraction value compared to the value in previous iteration. Solution is found in each iteration. Finally, the solution corresponding to the ordering that gives the best ratio value is chosen as the optimal solution.

Let $\mathrm{z}_{1}, \mathrm{z}_{2}, \mathrm{z}_{3} \ldots . \mathrm{z}_{\mathrm{t}}$ be the objective functions. All the possible ordering of objective functions are formed. There will be ${ }^{t} \mathrm{P}_{2}$ number of different orderings. For example, with four objectives ( $\mathrm{t}=4$ ), there will be 24 unique orderings to form sum of objective fractions. Permutation set will contain 12 unique orderings after the removal of duplicate entries as shown below:

Let tc represent total number of permutations, i.e. $\mathrm{tc}=4 \mathrm{p}_{2}$

PN_set[tc][t]=\{(1,2,3,4),(1,2,4,3),(1,3,2,4),(1,3,4,2),
$(1,4,2,3),(1,4,3,2),(2,1,4,3),(2,4,3,1)$,
$(3,1,4,2),(3,4,2,1),(4,1,3,2),(2,3,4,1)\}$
A sum of ratio of ' $\mathrm{t} / 2$ ' separable non-linear fractional functions[1,5,6,] with ' $t$ ' number of objective functions. The sum of ratios[7] of objective fractions are formed for each ordering with objective functions as numerator and denominator part of the fractions as follows:

$$
\begin{aligned}
& \frac{Z_{1}}{Z_{2}}+\frac{Z_{3}}{Z_{4}}, \frac{Z_{1}}{Z_{2}}+\frac{Z_{4}}{Z_{3}}, \frac{Z_{1}}{Z_{3}}+\frac{Z_{2}}{Z_{4}}, \frac{Z_{1}}{Z_{3}}+\frac{Z_{4}}{Z_{2}}, \\
& \frac{Z_{1}}{Z_{4}}+\frac{Z_{2}}{Z_{3}}, \\
& \frac{Z_{1}}{Z_{4}}+\frac{Z_{3}}{Z_{2}}, \\
& \frac{Z_{3}}{Z_{1}}+\frac{Z_{4}}{Z_{2}}+\frac{Z_{4}}{Z_{3}}, \frac{Z_{2}}{Z_{4}}+\frac{Z_{3}}{Z_{1}}, \\
& Z_{1}
\end{aligned}, \frac{Z_{2}}{Z_{1}}+\frac{Z_{3}}{Z_{2}}, \frac{Z_{2}}{Z_{3}}+\frac{Z_{4}}{Z_{1}},
$$

In general, the numerator and denominator parts of the objective fractions are formed using the recurrence relation:
For every $\mathbf{q}$ varying from $\mathbf{1}$ to tc
$Z_{n i}=Z_{P N_{-} S E T[q][2 i-1]} \quad Z_{d i}=Z_{P N_{-} S E T[q][2 i]}$
$i=1,2 \ldots t / 2$

### 2.2 Multi Objective separable non-linear

## Optimization Algorithm

The steps in multi objective separable non-linear optimization algorithm are as follows:

Step 1 Convert the separable non-linear function in to a linear function using the steps involved in piecewise linear approximation[12].

Step 2: Slack variables are added and the initial basic solution XB is determined. B matrix, CB and DB matrices are formed.

2a: Create the Permutation set PN_set with tc number of orderings where tc $=4 P_{2}$ and t' is the number of objective functions.

2b: Let q=1
2c: Let $\mathrm{Z}_{\mathrm{q}}=\mathrm{PN} \_$set $[\mathrm{q}][\mathrm{o}]$ where $\mathrm{o}=1,2, \ldots \mathrm{t}$.
2d: Exchange the objective rows in $\mathrm{M}^{-1}$ matrix as per the permutation PN_set[q].

2e: The optimality conditions of the solution are checked and promising variables are identified and arranged using the procedures 3.7.1 and 3.7.2. The set J is constructed. Let $l$ be the number of elements in set J . Let $\mathrm{p}=1$ and go to step 3a.

2f: Under non optimal conditions increment p, goto step 8 without updating the value of Z .

2g: Under optimal conditions, the feasibility is verified. The process is terminated if the solution is feasible.

Step 3a: Take the variable corresponding to the $\mathrm{p}^{\text {th }}$ element of the set J. Let the subscript of the selected variable be j .

For each of the decision variables $\mathrm{x}_{\mathrm{j}}$, the values of the net evaluations of the numerator and denominator are computed using the formula:

3b: Compute the ratios
$R_{i}=\frac{\left(z_{n i}-c_{i}\right)}{\left(z_{d i}-d_{i}\right)}\{\mathrm{i}=1,2,3, . . \mathrm{t}\}$
If all the ratios do not satisfy optimality conditions in, then go to step 8. If at least one ratio satisfies the optimality conditions, then $\mathrm{x}_{\mathrm{j}}$ may still be promising.

3c: A new column $\alpha$ is constructed using the formula
$\alpha=\left(B^{-1} P_{j}\right)$.
The solution vector $\left(\mathrm{B}^{-1} \mathrm{P}_{0}\right)$ is also obtained.

## Step 4a: Procedure to find leaving vector.

If the $i^{\text {th }}$ constraint is an equality constraint and the $i^{\text {th }}$ basic variable is not a decision variable, find
$r_{1 j}=\min _{i=1 . . . m}\left\{\frac{\left(B^{-1} P_{0}\right)_{i}}{\alpha_{i}} ; \alpha_{i}>0\right\}$
If $r_{1 j}$ exists then the ith basic variable corresponding to $r_{1 j}$ is the leaving variable, and $r_{1 j}$ is the value of the leaving variable.
i.e., $x_{j}=r_{1 j}$, Goto step 5, else goto step 4b.

Step 4b: If the $\mathrm{i}^{\text {th }}$ constraint is a lower bound constraint and the $\mathrm{i}^{\text {th }}$ variable is not a decision variable, find
$r_{2 j}=\max _{i=1 \ldots m}\left\{\frac{\left(B^{-1} P_{0}\right)_{i}}{\alpha_{i}} ; \alpha_{i}>0\right\}$
If $r_{2 j}$ exists then the $i^{\text {th }}$ variable corresponding to $r_{2 j}$ is the leaving variable and $x_{j}=r_{2 j}$ Go to Step 5 else go to Step 2c.
Step 4c: If the $i^{\text {th }}$ basic variable is a decision variable or $\mathrm{i}^{\text {th }}$ constraint is an upper bound constraint, then find
$\theta_{i}=\left\{\frac{\left(B^{-1} P_{0}\right)_{i}}{\alpha_{i}} ; \alpha_{i}>0\right\}$
If the $\mathrm{i}^{\text {th }}$ basic variable is the feasible slack variable, then find

$$
\theta_{\mathrm{i}}=\left\{\frac{\left(\mathrm{B}^{-1} \mathrm{P}_{0}\right)_{\mathrm{i}}}{\alpha_{\mathrm{i}}} \text {; if } \alpha_{\mathrm{i}}<0,\left(\mathrm{~B}^{-1} \mathrm{P}_{0}\right)_{\mathrm{i}}<0\right\}
$$

Compute $r_{3 j}=\min \left\{\theta_{i}\right\}$

$$
i=1 \ldots m
$$

If $r_{3 j}$ exists, then $i^{\text {th }}$ variable corresponding to $r_{3 j}$ is the leaving variable and $x_{j}=r_{3 j}$

Step 5: Compute improvement formula
$u_{j}=\sum_{i=1}^{t} \frac{-\left(z_{n i}-c_{i}\right) * x_{j}+z_{n i}}{-\left(z_{d i}-d_{i}\right) * x_{j}+z_{d i}}$
If value of $u_{j}$ is greater than previous value of $Z$ then go to step 6 else goto step 8.

## Step 6: Computation of E matrix

The transformation matrix corresponding to the new entering and leaving variables can be obtained by using the
product form of inverse. In the first step $\eta$ vector is computed. Let j be the subscript of the entering variable and $r$ be the column vector in which $j^{\text {th }}$ variable enters. The column vector corresponding to the $\mathrm{j}^{\text {th }}$ vector is used to calculate $\eta$ vector by using the relation.

$$
\begin{aligned}
\eta_{1} & =\mathrm{z}_{\mathrm{n} 1}-\mathrm{c}_{1} \\
\eta_{2} & =\mathrm{z}_{\mathrm{d} 1}-\mathrm{d}_{1} \\
\eta_{3} & =\mathrm{z}_{\mathrm{n} 2}-\mathrm{c}_{2} \\
\eta_{4} & =\mathrm{z}_{\mathrm{d} 2}-\mathrm{d}_{2} \\
\eta_{\mathrm{n}} & =\mathrm{z}_{\mathrm{nt}}-\mathrm{c}_{\mathrm{t}} \\
\eta_{\mathrm{d}} & =\mathrm{z}_{\mathrm{dt}}-\mathrm{d}_{\mathrm{t}} \\
\eta_{\mathrm{t}+2}=\left[B^{-1} P_{\mathrm{j}}\right]_{\mathrm{i}} \mathrm{i} & =1 . . \mathrm{m}
\end{aligned}
$$

## Computation of $\eta_{\text {new }}$

Since the variable corresponding to the $\mathrm{r}^{\text {th }}$ row is the leaving variable $(r+2 t)^{\text {th }}$ element in the $\eta$ vector is the pivotal element. $\eta_{\text {new }}$ can be obtained using the following relation:
$\eta_{i_{\text {new }}}=\frac{-\eta_{\text {iold }}}{\left(B^{-1} P_{j}\right)_{r}}$ when $i \neq r$
$\eta_{r \text { new }}=\frac{-\eta_{\text {iold }}}{\left(B^{-1} P_{j}\right)_{r}}$
Replace the $r^{\text {th }}$ column of $(m+2 t) \times(m+2 t)$ unit matrix by the $\eta_{\text {new }}$ vector. The resulting matrix is the transformation matrix E.
Step 7: Computation of $\mathbf{M}^{-1}$
Compute the inverse matrix for the next iteration as
$\mathrm{M}^{-1}{ }_{\text {next }}=\mathrm{E} * \mathrm{M}^{-1}{ }_{\text {current }}$
Step 8: Let $\mathrm{p}=\mathrm{p}+1$. If $\mathrm{p} \leq l$ go to step 3a else go to step 1f.

Step 9: Compute the optimal solution using the relation

$$
\left[\begin{array}{l}
Z_{1} \\
Z_{2} \\
. . \\
z_{t} \\
x_{B}
\end{array}\right]=M^{-1} \mathrm{x}\left[\begin{array}{l}
c_{01} \\
d_{01} \\
. . \\
c_{0 t} \\
d_{0 t} \\
P_{0}
\end{array}\right]
$$

Step 10: Compute value of $Z$ for the current ordering of objective functions and save optimal solution and value of Z.

Step 11: If $q<t c$, Let $q=q+1$ and go to step 2d.
Step 12: Arrange the $Z$ value in ascending order and output the best solution set with maximum Z value.

### 2.3 Illustration of Multi-objective non-linear programming problem

Maximize

$$
\begin{aligned}
& Z_{1}=5 x_{1}^{2}+3 x_{2}^{2}+1 \\
& Z_{2}=5 x_{1}^{2}+2 x_{2}^{2}+1 \\
& Z_{3}=4 x_{1}^{2}+9 x_{2}^{2}+2 \\
& Z_{4}=7 x_{1}^{2}+5 x_{2}^{2}+2
\end{aligned}
$$

Subject to
$3 x_{1}^{2}+5 x_{2} \leq 15$
$5 x_{1}+2 x_{2}^{2} \leq 10$
where $x_{1}, x_{2} \geq 0$

## Phase I

Step 1: Conversion of Multi-objective Non-linear programming problem into sum of ratios linear fractional form. Find the maximum value $t_{j}$ of the variable $x_{j}$ which satisfies all the constraints.
$t_{1}=$ The max imum value of
$x_{1}=\min \left\{\sqrt{\frac{15}{3}}, \frac{10}{5}\right\}=2$
$t_{2}=$ The max imum value of
$x_{2}=\min \left\{\frac{15}{5}, \sqrt{\frac{10}{2}}\right\}=\sqrt{5}$
Step 2: Let $\mathrm{m}_{1}=8$ and $\mathrm{m}_{2}=8$ where $\mathrm{m} 1, \mathrm{~m} 2$ are the number of mesh points for the variables $x_{1}$ and $x_{2}$ respectively.

Then
$\Delta$ for $x_{1}=\frac{t_{1}}{m_{1}}=\frac{2}{8}=\frac{1}{4}$
and $\Delta$ for $x_{2}=\frac{t_{2}}{m_{2}}=\frac{\sqrt{5}}{8}$
The modified objective functions are

$$
\begin{aligned}
& Z_{1}=0 y_{1}+\frac{5}{16} y_{2}+\frac{5}{4} y_{3}+\frac{45}{16} y_{4}+5 y_{5}+\frac{125}{16} y_{6}+\frac{45}{4} y_{7}+\frac{245}{16} y_{8}+20 y_{9}+ \\
& 0 y_{10}+\frac{15}{64} y_{11}+\frac{15}{16} y_{12}+\frac{135}{64} y_{13}+\frac{15}{4} y_{14}+\frac{35}{64} y_{15}+\frac{135}{16} y_{16}+\frac{735}{64} y_{17}+15 y_{18} \\
& Z_{2}=0 y_{1}+\frac{5}{16} y_{2}+\frac{5}{4} y_{3}+\frac{45}{16} y_{4}+5 y_{5}+\frac{125}{16} y_{6}+\frac{45}{4} y_{7}+\frac{245}{16} y_{8}+20 y_{9}+ \\
& 0 y_{10}+\frac{5}{32} y_{11}+\frac{5}{8} y_{12}+\frac{45}{32} y_{13}+\frac{5}{2} y_{14}+\frac{125}{32} y_{15}+\frac{45}{8} y_{16}+\frac{245}{32} y_{17}+10 y_{18} \\
& Z_{3}=0 y_{1}+\frac{1}{4} y_{2}+y_{3}+\frac{9}{4} y_{4}+4 y_{5}+\frac{25}{4} y_{6}+9 y_{7}+\frac{49}{4} y_{8}+16 y_{9}+0 y_{10}+ \\
& \frac{45}{64} y_{11}+\frac{45}{16} y_{12}+\frac{405}{64} y_{13}+\frac{45}{4} y_{14}+\frac{1125}{64} y_{15}+\frac{405}{16} y_{16}+\frac{2205}{64} y_{17}+45 y_{18} \\
& Z_{4}=0 y_{1}+\frac{7}{16} y_{2}+\frac{7}{4} y_{3}+\frac{63}{16} y_{4}+7 y_{5}+\frac{17}{16} y_{6}+\frac{63}{4} y_{7}+\frac{343}{16} y_{8}+28 y_{9}+ \\
& 0 y_{10}+\frac{25}{64} y_{11}+\frac{25}{16} y_{12}+\frac{225}{64} y_{13}+\frac{25}{4} y_{14}+\frac{625}{64} y_{15}+\frac{225}{16} y_{16}+\frac{1225}{64} y_{17}+25 y_{18}
\end{aligned}
$$

The Constraints are

$$
\begin{aligned}
& 0 y_{1}+\frac{3}{16} y_{2}+\frac{3}{4} y_{3}+\frac{27}{16} y_{4}+3 y_{5}+\frac{75}{16} y_{6}+\frac{27}{4} y_{7}+ \\
& \frac{147}{16} y_{8}+12 y_{9}+0 y_{10}+\frac{5 \sqrt{5}}{8} y_{11}+\frac{5 \sqrt{5}}{4} y_{12}+\frac{15 \sqrt{5}}{8} y_{13}+ \\
& \frac{5 \sqrt{5}}{2} y_{14}+\frac{25 \sqrt{5}}{8} y_{15}+\frac{15 \sqrt{5}}{4} y_{16}+\frac{35 \sqrt{5}}{8} y_{17}+5 \sqrt{5} y_{18}=15 \\
& 0 y_{1}+\frac{5}{4} y_{2}+\frac{5}{2} y_{3}+\frac{15}{4} y_{4}+5 y_{5}+\frac{25}{4} y_{6}+\frac{15}{2} y_{7}+ \\
& \frac{35}{4} y_{8}+10 y_{9}+0 y_{10}+\frac{5}{32} y_{11}+\frac{5}{8} y_{12}+\frac{45}{32} y_{13}+\frac{5}{2} y_{14}+ \\
& \frac{125}{32} y_{15}+\frac{45}{8} y_{16}+\frac{245}{32} y_{17}+10 y_{18}=10 \\
& y_{1}+y_{2}+y_{3}+y_{4}+y_{5}+y_{6}+y_{7}+y_{8}+y_{9}=1 \\
& y_{10}+y_{11}+y_{12}+y_{13}+y_{14}+y_{15}+y_{16}+y_{17}+y_{18}=1
\end{aligned}
$$

In a multi-objective fractional problem various sum of ratios are formed taking any two objective function to form a ratio.
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## SOLUTION TABLE

| Sl.No | Objective | Solution |  | Objective Function |
| :---: | :---: | :---: | :---: | :---: |
|  |  | $\mathrm{X}_{2}$ | Value |  |$)$

The Value of the ratio $\frac{\mathrm{Z}_{4}}{\mathrm{Z}_{1}}+\frac{\mathrm{Z}_{3}}{\mathrm{Z}_{2}}$ is 5.960227 which is maximum, and the best solution obtained.

TABLE I

|  | Sign of <br> $\mathbf{z}_{\mathrm{nj}}$ | Sign of $\mathbf{z}_{\mathrm{dj}}$ | Sign of $\mathbf{z}_{\mathrm{nj}}-\mathrm{C}_{\mathrm{j}}$ | Sign of $\mathbf{z}_{\mathrm{dj}}-\mathbf{d}_{\mathbf{j}}$ | Sign of $\mathbf{R}_{\mathrm{j}}$ | Condition for Improvement |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | Positive | Positive | + | + | + | Positive $\mathrm{R}_{\mathrm{j}}<\mathrm{Z}_{\mathrm{nj}} / \mathrm{Z}_{\mathrm{dj}}$ |
| 2 | Positive | Positive | - | - | + | Positive $\mathrm{R}_{\mathrm{j}}>\mathrm{Z}_{\mathrm{nj}} / \mathrm{Z}_{\mathrm{dj}}$ |
| 3 | Positive | Positive | + | - | - | No Improvement |
| 4 | Positive | Positive | - | + | - |  |
| 5 | Negative | Positive | + | + | ${ }^{+}$ | No Improvement <br> (i) Provided there is no change of sign for $\mathrm{Z}_{\mathrm{dj}}$ <br> (ii) Check for condition <br> Number 16 if there is change in sign of $Z_{d j}$ |
| 6 | Negative | Positive | - | - | + | Positive $\mathrm{R}_{\mathrm{j}}>\mathrm{Z}_{\mathrm{nj}} / \mathrm{Z}_{\mathrm{dj}}$ |
| 7 | Negative | Positive | + | - | - | Negative $\mathrm{R}_{\mathrm{j}}>\mathrm{Z}_{\mathrm{nj}} / \mathrm{Z}_{\mathrm{dj}}$ |
| 8 | Negative | Positive | - | + | - | Negative $\mathrm{R}_{\mathrm{j}}<\mathrm{Z}_{\mathrm{nj}} / \mathrm{Z}_{\mathrm{dj}}$ |
| 9 | Positive | Negative | - | - | + | No improvement |
|  |  |  |  |  |  | (i) Provided there is no change of sign for $\mathrm{Z}_{\mathrm{dj}}$ <br> (ii) Check for condition number 16 if there is change in sign of $\mathrm{Z}_{\mathrm{d} j}$. |
| 10 | Positive | Negative | - | + | - | Negative $\mathrm{R}_{\mathrm{j}}>\mathrm{Z}_{\mathrm{nj}} / \mathrm{Z}_{\mathrm{dj}}$ <br> Negative $\mathrm{R}_{\mathrm{j}}<\mathrm{Z}_{\mathrm{nj}} / \mathrm{Z}_{\mathrm{dj}}$ |
| 11 | Positive | Negative | + | - | - | Positive $\mathrm{R}_{\mathrm{j}}>\mathrm{Z}_{\mathrm{nj}} / \mathrm{Z}_{\mathrm{dj}}$ |
| 12 | Positive | Negative | + | + | + | Positive $\mathrm{R}_{\mathrm{j}}<\mathrm{Z}_{\mathrm{nj}} / \mathrm{Z}_{\mathrm{dj}}$ |
| 13 | Negative | Negative | - | - | + | Negative $\mathrm{R}_{\mathrm{j}}<\mathrm{Z}_{\mathrm{nj}} / \mathrm{Z}_{\mathrm{dj}}$ |
| 14 | Negative | Negative | + | - | - |  |
| 15 | Negative | Negative | - | + | - | 1.2 No Improvement |
| 16 | Negative | Negative | + | + | + | Positive $\mathrm{R}_{\mathrm{j}}>\mathrm{Z}_{\mathrm{nj}} / \mathrm{Z}_{\mathrm{dj}}$ |

## Conclusion:

A new algorithm for solving a multi objective non-linear optimization problems with ' $t$ ' number of objectives is presented. Optimal solution is determined by exploring different orderings of objective functions playing the roles of numerators and denominators of objective fractions. In this way the multi objective optimization problem is approached in a new pattern.

Variables are allowed to enter only if they improve the value of Z (sum of ratios of objectives). Promisibility is checked by calculating the Z value every time a variable enters into basis. Variables are not merely allowed to enter the basis even after ordering them, because previously entered variable may change the value of Z and affects the next promising variable.

The algorithm finds the best optimal solution among the solutions found for each ordering of objectives. The solution is best if it gives the best value for the sum of ratios. Algorithm is implemented using C language program. Efficiency of the algorithm is computationally tested by solving large scale multi objective optimization problems. The results are tabulated.

The proposed algorithm is computationally tested and it is found that the execution time and number of iterations are saved by this algorithm.
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