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#### Abstract

In this paper we propose a new recognition approach for Arabic numerals. Given that the performance of recognition systems for Arabic numerals are closely linked to the choice of features and classification system used in the recognition phase, we seek to exploit the possibilities of the theory of Bézier curves that allows representing parametric curves from a limited number of data (some characteristic dots with their derivatives). Indeed, the characteristic dots of the Arabic digit that we have adopted are those such that their associated Bézier curve is close to the shape of the digit. The used classifier in this work is the k-nearest neighbour. The obtained results testify to the interest and the strength of our approach. Keywords: Handwritten digits recognition, Image processing, Spline, Bézier curves, Skeletonization, Feature extraction, Training.


## 1. Introduction

The recognition of handwriting text is a topic widely studied by the scientific community. It has been in recent decades the subject of several research works. Some studies are devoted to the digit recognition given its growing interest in many applications such as postal mail sorting and bank check processing. The accuracy and speed of execution of these applications are widely characteristics that are sought by users. However, the diversity of writing styles of writers makes this subject difficult and stimulates many researchers to develop high performance applications. The performances of recognition systems depend strongly on the choice of approaches used in the feature extraction approach and the classification techniques relating to training and testing phases.
Among the most used feature extraction approaches, we quote statistical methods based on histograms [1-3], and those using local variations in digit shapes [4-5]. Our approach fits in line with the approaches of the second category. In fact, the features that we have adopted are the dots where the digit shape shows a strong variation (change of direction, inflection dots and cusps) accompanied by their tangents. The theory of Bézier curves explains the choice of these features [6]. Indeed, an appropriate selection of a limited number of dots with their tangents allows building very close shape to that of digit.

A broad family of classifiers have been used by several research teams. The artificial neural networks (ANN), the k-nearest neighbours ( $k-N N$ ), the hidden Markov models (HMM) and the support vector machine (SVM) are among the most frequently used classifiers [7]. To improve the performance of recognition systems, some authors have used hybrid classifiers which consist in using two classifiers [8]. In this work we have used the 1-nearest neighbour classifier.
The paper is organized as follows. In Section 2 we give a state of the art related to Arabic recognition digit systems. Section 3 is devoted to the pre-processing steps. After, we recall in Section 4 the main properties of Bézier curve theory. We describe in Section 5 the proposed feature extraction approach. Then, we explain in Sections 6 and 7 respectively the training phase and the recognition phase. Finally, Section 8 addresses and analyzes the experimental results, and we end this paper by a conclusion and a brief description of future works.

## 2. State of the art

S. Mahmoud [9] presented a recognition system for handwritten Indian numerals. He used a set of 120 features computed from angle span, distance span, horizontal span and vertical span. The HMM and $1-\mathrm{NN}$ were used as classifiers. He tested these classifiers with different sets of these 120 features in order to select the features and the classifier giving the highest recognition rate. He concludes that the results obtained with HMM classifier are better than the $1-\mathrm{NN}$ classifier.
D. Sharma et al. [10] proposed a Zone feature extracted method for the recognition of handwritten numerals. It consists to divide firstly the whole image in $4 \times 4$ zones. In order to gain more accuracy these zones are divided into $6 \times 6$ zones. The division of zones carried out up to $8 \times 8$ zones. The features are the densities of object pixels in each zone. Finally, 116 of such features are extracted for classification and recognition. 1-NN classifier was used for classification and recognition.
S. Impedove et al. [2] developed a novel prototype generation technique to recognize handwritten digit. The features are computed from binary histograms of oriented gradients, and the k-NN classifier was used in two stage processes to reduce the classification time. The first step
used the adaptive resonance theory to determine the number of prototypes and select an effective initial solution, and an evolution strategy was used in the second step to generate the final solution.
In order to improve the performance of recognition systems, some approaches based on hybrid classifier have been developed in recent years [8, 11, 12]. In [8], X. Niu et al. used the convolutional neural network to extract the features and the SVM classifier to recognize the unknown pattern.
A state of the art of the main methods developed in the field of OCR for Arabic was made by L. M. Lorigo et al. [13], and more recently by A. M. AL-Shatnawi et al. [14] and by A. Mesleh et al. [15]. For digits, C. L. Liu et al. describes in [1] the different techniques used in digit recognition systems.

## 3. Pre-processing

Before extracting the features of each digit image, a preprocessing step is required. It consists in removing the unnecessary information in the image and keep only useful information.

### 3.1 Removing noise

The approach that we have adopted in the feature extraction phase is to use the skeleton of the digit instead of its original form. Following the phase of skeletonization (see paragraph 2 below), some branches appear in the skeleton of the digit in the form of noise. During the feature extraction phase, these branches can be detected as primitives. So, we conducted a filtering before skeletonization phase to prevent the appearance of these branches (see fig 1).


Fig. 1 - (a): before filtering ; (b): after filtering.

### 3.2 Skeletonization

In many cases, the treatment of skeleton of the digit instead of its raw form is less expensive in terms of time and more interesting in terms of accuracy. Thus, we chose to analyze the skeleton of the digit instead of its initial shape. The skeletonization algorithm that we used is that developed by Zhang-Wang [16]. It is known by its speed and its adaptation to Arabic numerals (see Fig. 2(b)).

### 3.3 Straightening of shapes

Sometimes we noticed, after the skeletonization phase, the onset of a quirky pixel in straight parts of the skeleton. To avoid being selected as feature in the next step, we proceed to the straightening of these pixels (see Fig. 2(c)).


Fig. 2 (a) The initial digit ; (b) The digit after skeletonization ; (c) The skeleton after adjustment of shape

### 3.4 Resizing

A standardization phase of image sizes is necessary in order to compare the features of the digit to recognize to those of learned digit. To do this, we first frame the digit (i.e. identify the smallest rectangle containing the digit (see Fig. 2 (d)), then we put the framed image at the center of a $128 \times 128$ window (see fig. 2 (e)).

## 4. Bézier Model

Bézier curves are parametric piecewise polynomial curves. They were introduced for the first time by Pierre Bézier [2]. They are easy to build and they have interesting properties for graphic design. Indeed, for each four distinct dots $P_{0}$, $P_{1}, P_{2}$ and $P_{3}$, there exists a unique cubic Bézier curve which starts at $P_{0}$ and arrives at $P_{3}$, and has the vectors $\mathrm{P}_{0} \mathrm{P}_{1}$ and $\mathrm{P}_{2} \mathrm{P}_{3}$ as tangent vectors respectively at the dots $\mathrm{P}_{0}$ and $P_{3}$. The shape of this cubic curve is controlled by the envelope $\mathrm{P}_{0} \mathrm{P}_{1}, \mathrm{P}_{1} \mathrm{P}_{2}$ and $\mathrm{P}_{2} \mathrm{P}_{3}$ (see Fig. 3).
Furthermore, if we move only one $\operatorname{dot} P_{i}$, we obtain variations of the initial curve. This is used by typographers to refine the plotted curves (see Fig. 3).


Fig. 3 According to positions of four dots $\mathrm{P}_{\mathrm{i}}$, we obtain various forms of Bézier curves.

The continuous splines of degree 3 are obtained by connecting these curves. So, the skeleton of the digit can be seen as a continuous spline (see Fig. 3(d)). The features of the digit are the points and the derivatives which the associated spline is close to the shape of the skeleton. To
illustrate this feature extraction method, we treat the case of the digit 2. We partition the shape of this digit into two curves. The first curve starts at $Q_{1}$ and arrives at $Q_{2}$ and the second starts at $\mathrm{Q}_{2}$ and arrives at $\mathrm{Q}_{3}$. After building a spline from dots $\mathrm{Q}_{\mathrm{i}}$ and adapted tangents at these dots, we obtain a shape close to that of the digit 2 (see Fig. 4).


Fig. 4 Bézier data required to reconstruct the digit 2.
Thus, we can characterize each digit by a limited number of dots equipped with their tangents. The Features are the extremity dots of the digit, in addition to some dots where the shape of the digit presents a variation (changes of direction, inflexion dots and cusps).

## 5. Features extraction

After the pre-processing step, the resulting shape is a sufficiently smooth skeleton. A study on local variations in the skeleton shape will allow us to identify the features.

### 5.1 Digit classes

We distinguish two classes of the Arabic digits:

- the class LD of digits that have a loop,
- the class NLD of digits without a loop.

By analyzing the shapes of digits written by different writers, we noticed that some writers write the numeral 2 with a loop and 4 without loop, so:

- LD class is composed of digits $0,4,6,8,9$ and the digit 2 written with a loop.
- NLD class is composed of remaining digits and the digit 4 written without loop.


Fig. 5 (a): class LD ; (b): class NLD
A digit is an element of the LD class if browsing its skeleton in a given direction we meet a pixel twice.

### 5.2 Extremity dots

As the extremity pixels have only one neighbour, their identification will be through one of the following eight masks:


Fig. 6 detection masks of extremity pixels

### 5.3 Singular dots

For each pixel, we consider the eight possible derivative directions $\mathrm{d}_{\mathrm{k}}$ :


Fig. 7 Eight derivative directions of the pixel P
Definition: A pixel $P$ is non-singular if it is aligned with its two neighbour pixels, ie. the two associate directions $d_{i}$ and $d_{\mathrm{k}}$ of its derivatives are collinear, which is equivalent to $|i-k|=4$.
The two first masks below are examples of used masks to detect singular dots and the last one is an example of used masks to detect non-singular dots.


Fig. 8 (a) and (b): singular pixels ; (c): non-singular pixel
The first step of our algorithm consists in removing the non-singular pixels.

### 5.4 Characteristic dots

The change in directions of derivatives for some singular dots is not necessary due to a strong variation in the digit shape, but can be a result of the digital image processing or
the skeletonization algorithm. In this case, these dots should not be considered as features. Hence, we use a second filter to remove them. It consists to eliminate any singular $\operatorname{dot} P$ that is almost aligned with its nearest neighbours $P_{b}$ and $P_{a}$, where $P_{b}$ (resp. $P_{a}$ ) is the singular dot detected just before (resp. just after) $P$. In the case where $P$ is the first detected singular dot, the $\operatorname{dot} P_{b}$ will be the first extremity dot and where P is the last detected singular pixel, $P_{a}$ will be the last extremity dot.
For a given digit $D$, we denote by $P_{1}$ and $P_{m}$ the two extremity dots and $\left(P_{i}\right)_{2 \leq i \leq m-1}$, the singular dots of $D$. Let $\left(u_{i}, v_{i}\right)$ the two derivative directions of the $\operatorname{dot} P_{i}$, with the extension $u_{0}=v_{m}=0$.

Lemma: for each $2 \leq i \leq m-1$, the directions $v_{i-1}$ and $u_{i}$ are parallel and the directions $v_{i-1}$ and $v_{i}$ are not parallel.

Proof: as $P_{i}$ is the first singular dot detected after the singular dot $P_{i-1}$, it is clear that the directions $v_{i-1}$ and $u_{i}$ are parallel. Similarly, since the directions $u_{i}$ and $v_{i}$ are not parallel (because $P_{i}$ is a singular dot), we conclude that the directions $v_{i-1}$ and $v_{i}$ are also not parallel.
Thus, for a given singular dot $P_{i}$, if $P_{\hat{\imath}}$ is the singular dot judged as characteristic dot just before $P_{i}$, then we are in front of one of the two following situations:

- First case: the angle between the direction $v_{i}$ and one of the above directions $v_{j}, \hat{i} \leq j \leq i-1$, is a right angle. In this case, the $\operatorname{dot} P_{i}$ is a real cusp and will thereafter be considered as a characteristic dot of the digit $D$.
- Second case: the angle between the direction $v_{i}$ and all previous directions $v_{j}, \hat{\imath} \leq j \leq i-1$, is a non-right angle (so it's equal to $135^{\circ}$ or $180^{\circ}$ ). In this case, the $\operatorname{dot} P_{i}$ is a false cusp and should not be considered as a characteristic dot of the digit $D$.
The following algorithm shows how to detect the characteristic dots from the singular dots $\left(P_{i}\right)_{1 \leq i \leq m}$ :

```
Algorithm to detect the characteristic dots from the singular
dots
    1) The starting dot \(P_{1}\) is considered as a characteristic dot
    \(i=2\)
    \(\hat{1}=1\)
    while \(i \leq m-1\)
        for \(\mathrm{j}=\hat{1}: \mathrm{i}-1\)
if (the angle between the direction \(v_{i}\) and the
                        direction \(v_{j}\) is a right angle)
                        \(P_{i}\) is a characteristic dot
                    ̂̂=1̂+1
                    \(i=1+1\)
            else
            \(i=i+1\)
            endif
        endfor
        endwhile
        The last dot \(P_{m}\) is considered as a characteristic dot
```

So, the features of the digit $D$ are:

1. the obtained characteristic dots $\left.\left(Q_{i}\right)\right)_{1 \leq i \leq r}(r \leq m)$,
2.the associated derivatives $\left(u_{i}, v_{j}\right)_{1 \leq i \leq \mathrm{r}},\left(\left(u_{i}, v_{j}\right)\right.$ are the two derivative directions of the $\operatorname{dot} Q_{i}$ ),
3.the associated information $\left(e_{i}\right)_{1 \leq i \leq r}$ identifying the characteristic points that belong to a loop ( $e_{i}=1$ if the dot $Q_{i}$ belongs to a loop and $e_{i}=0$ otherwise),
2. the class affiliation $c,(c \in L D, N L D)$.

So, the features of the digit $D$ are its class affiliation and the following characteristic matrix:

$$
\left(\begin{array}{llll}
Q_{1} & Q_{2} & \ldots & Q_{r} \\
u_{1} & u_{2} & \ldots & u_{r} \\
v_{1} & v_{2} & \ldots & v_{r} \\
e_{1} & e_{2} & \ldots & e_{r}
\end{array}\right)
$$

## 6. Training phase

The training phase consists in choosing some writers and characterizing the different digits written by these writers. Indeed, given $n$ writers $S_{i,} l \leq i \leq n$, and a digit $D$, we denote by $M_{i}$ the characteristic matrix of the digit $D$ written by the writer $S_{i}$ and $c_{i}$ its class affiliation. As the sizes of the matrices $M_{i}$ aren't necessarily equal (because we don't have the same writer), a standardization of matrix sizes is necessary.

### 6.1 Standardization of matrix sizes

Put $n^{*}=\max n_{i}$, where $n_{i}, l \leq i \leq n$, is the number of columns of the matrix $M_{i} \quad\left(n_{i}=\right.$ the number of characteristic dots of the digit $D$ written by the writer $S_{i}$ ). Let $M^{*}$ be one of the matrices $M_{i}$ such that its number of columns is equal to $n^{*}$. The standardization approach of matrix sizes that we have adopted is to complete each matrix $M_{i}$ for which $n_{i}<n^{*}$, by additional $\left(n^{*}-n_{i}\right)$ characteristic dots.
Let $N^{*}\left(\right.$ resp. $\left.N_{i}\right)$ be the sub matrix of $M^{*}\left(\right.$ resp. $\left.M_{i}\right)$ formed by the first two lines of $M^{*}$ (resp. $M_{i}$ ) (it is obtained by keeping in $M^{*}$ (resp. in $M_{i}$ ) only the coordinates of characteristic dots). First, we match each dot of the matrix $N_{i}$ the nearest dot of the matrix $N^{*}$ in the sense of Euclidean norm. So, it will remain $\left(n^{*}-n_{i}\right)$ dots in $N^{*}$ for which we have no counterpart in $N_{i}$. For each of these $\left(n^{*}-n_{i}\right)$ dots of $N^{*}$, we seek the nearest dot of the digit $D$ written by the writer $S_{i}$ (see Fig. 9). By respecting the position of corresponding dot in the matrix $M^{*}$, we add to the matrix $M_{i}$ this dot with its associated derivatives and information relating to its belonging or not to a loop. So we get a new matrix $M_{i}^{*}$ with the same size as $M^{*}$.

(a)
(b)
$\rightarrow \quad \rightarrow$ Nearest dot
$\ldots$ : Added dot

Fig. 9 Standardization of sizes applied to digit 5

### 6.2 Digit features

The characteristic matrices $\left(M_{i}{ }^{*}\right)_{i}$ of the digit $D$ according to the writers $\left(S_{i}\right)_{\mathrm{i}}$ are all of the same size $\left(5 \times n^{*}\right)$. Thus, the features of the digit $D$ are:

1. The characteristic matrix $M_{D}$ equal to the mean of the matrices $\left(M_{i}{ }^{*}\right)_{i}$ :

$$
M_{D}=\frac{1}{n} \sum_{i=1}^{n} M_{i}^{*}
$$

2. The class affiliation $c$ of the digit $D$ equal to the value $c_{k}$ which is the most common in the sequence $\left(c_{i}\right)_{1 \leq i \leq n}$.

## 7. Recognition

By following the steps in the previous paragraph, we compute the features of each digit of classes LD and NLD. The recognition of an unknown digit $D$ will occur in four steps.

### 7.1 Features of the digit $D$

We first compute the class affiliation and the characteristic matrix $M_{D}$ of the digit $D$ by following the steps developed in Paragraph 5. The next step consists to identify from characteristic matrices $M_{i}$ of digits $D_{i}$ belonging to the same class as $D$, the nearest matrix to $M$.
7.2 Distance between $M_{D}$ and the characteristic matrix $M_{i}$ of the digit $D_{i}$

Since the matrices $M_{D}$ and $M_{i}$ do not necessarily have the same size, we first standardize their sizes. For this, we distinguish three cases on their respective numbers of columns $n_{D}$ and $n_{\mathrm{i}}$.

### 7.2.1 First case: $n_{D}=n_{i}$

We ordain the columns of the matrix $M_{i}$ so that the $j^{\text {th }}$ column of the obtained matrix is the closest to the $j^{\text {th }}$ column of the matrix $M_{D}$.
7.2.2 Second case: $n_{D}<n_{i}$

To complete the matrix $M_{D}$ by $\left(n_{i}-n_{D}\right)$ additional dots, we proceed as in sub-paragraph 6.1.

### 7.2.3 Third case: $n_{i}<n_{D}$

We first ordain the columns of the matrix $M_{i}$ so that the $j^{\text {th }}$ column, for $j \leq n_{i}$, of the obtained matrix is the closest to the $j^{\text {th }}$ column of the matrix $M_{D}$. As $M_{i}$ is the characteristic matrix of $D_{i}$ according to several writers (this is the mean of characteristic matrices $\left(M_{i j}\right)_{l \leq \leq \leq r}$ of the digit $D_{i}$ according to the r writers $\left(w_{j}\right)_{l \leq j \leq r}$ used in training phase), we first complete each matrix $M_{i j}$ by $\left(n_{D}-n_{i}\right)$ additional dots by following the steps of the sub-paragraph 6.1. After, we substitute the matrix $M_{i}$ by the matrix $M_{i}^{*}$ mean of these matrices which is the same size as $M_{D}$.
After the standardization phase of matrix sizes, we denote $M_{i}{ }^{*}$ and $M_{D}{ }^{*}$ the obtained matrices, and we put $d_{i}=\left\|M_{i}{ }^{*}-M_{D}{ }^{*}\right\|$ where || || is the Frobenius norm.

### 7.3 Identification of the digit $D$

The digit $D$ will be identified with the digit $D_{i}^{*}$ satisfying the following minimization equation:

$$
d_{i^{*}}=\min _{i} d_{i}
$$

The minimum is taken for all digits belonging to the same class as the digit $D$.

## 8. Recognition Results

The database $D B$ consists of 360 digits. Each digit between 0 and 9 has been written by 36 different writers (see Fig. 10).


Fig. 10 Sample of handwritten digits.
One part of $D B$, denoted $T r_{-} D B$ was used in the training phase, and the rest, denoted $T e_{-} D B$ was reserved to evaluate the system.
We sought to identify the best choice of the set $T_{-} D B$ giving the highest recognition accuracy in the test phase.

For this, we denote by $S_{r}$ the $\mathrm{r}^{\text {th }}$ writer and $R R$ the recognition rate.
Given an integer $k \geq 1$, and for any combination of k writers among 36 writers, we first use these k writers as $T r_{-} D B$ in the training phase, and after compute the corresponding recognition rate $R R$. Finally, we identify the combination of $k$ writers giving the highest $R R$.
The results obtained for $k<3$ and $k>8$ are not interesting. So, we give in Table 1 only the results for $3 \leq k \leq 8$.

Table 1: Set $T_{-} D B$ of k writers giving the best recognition rate (RR)

|  |  |  |
| :---: | :---: | :---: |
| K | Set Tr_DB of k writers giving the best RR | RR (\%) |
| 3 | $\mathrm{~S}_{8} ; \mathrm{S}_{3} ; \mathrm{S}_{16}$ | 91.94 |
| 4 | $\mathrm{~S}_{8} ; \mathrm{S}_{3} ; \mathrm{S}_{16} ; \mathrm{S}_{22}$ | 94.44 |
| 5 | $\mathrm{~S}_{8} ; \mathrm{S}_{3} ; \mathrm{S}_{16} ; \mathrm{S}_{22} ; \mathrm{S}_{26}$ | 96.39 |
| 6 | $\mathrm{~S}_{8} ; \mathrm{S}_{3} ; \mathrm{S}_{16} ; \mathrm{S}_{22} ; \mathrm{S}_{26} ; \mathrm{S}_{14}$ | 96.94 |
| 7 | $\mathrm{~S}_{8} ; \mathrm{S}_{3} ; \mathrm{S}_{16} ; \mathrm{S}_{22} ; \mathrm{S}_{26} ; \mathrm{S}_{14} ; \mathrm{S}_{25}$ | 90.00 |
| 8 | $\mathrm{~S}_{8} ; \mathrm{S}_{3} ; \mathrm{S}_{16} ; \mathrm{S}_{22} ; \mathrm{S}_{26} ; \mathrm{S}_{14} ; \mathrm{S}_{25} ; \mathrm{S}_{18}$ | 86.67 |

The best performance has been achieved when we use the six writers $S_{8}, S_{3}, S_{16}, S_{22}, S_{26}$ and $S_{14}$ in the training phase. The explanation that we can advance on high performance obtained with this list is that the writing styles of these writers cover the different writing styles of all writers. Recognition errors are mainly due to writing styles of some writers. Indeed, the digits $1,4,7$ and 9 are in some cases very confused, and even humans have difficulties to identify them (see Fig. 10).
For more details, we give in Table 2 the confusion matrix along with the recognition rate of each digit. These results are related to the use of the optimal list $\left(S_{8}, S_{3}, S_{16}, S_{22}, S_{26}, S_{14}\right)$ in the training phase.

Table 2: Confusion Matrix and the recognition rate (RR) of each digit

|  | $\mathbf{0}$ | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ | $\mathbf{5}$ | $\mathbf{6}$ | $\mathbf{7}$ | $\mathbf{8}$ | $\mathbf{9}$ | $\mathbf{R R}(\%)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{0}$ | 36 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 100 |
| $\mathbf{1}$ | 0 | 34 | 0 | 0 | 0 | 0 | 0 | $\mathbf{2}$ | 0 | 0 | 94,44 |
| $\mathbf{2}$ | 0 | 0 | 36 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 100 |
| $\mathbf{3}$ | 0 | 0 | 0 | 36 | 0 | 0 | 0 | 0 | 0 | 0 | 100 |
| $\mathbf{4}$ | 0 | $\mathbf{4}$ | 0 | 0 | 30 | 0 | 0 | 0 | 0 | $\mathbf{2}$ | 83,33 |
| $\mathbf{5}$ | 0 | 0 | 0 | 0 | 0 | 36 | 0 | 0 | 0 | 0 | 100 |
| $\mathbf{6}$ | 0 | 0 | 0 | 0 | 0 | 0 | 36 | 0 | 0 | 0 | 100 |
| $\mathbf{7}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 36 | 0 | 0 | 100 |
| $\mathbf{8}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 36 | 0 | 100 |
| $\mathbf{9}$ | 0 | 0 | 0 | 0 | $\mathbf{3}$ | 0 | 0 | 0 | 0 | 33 | 91,66 |

## 9. Conclusion

We presented in this work a new approach of digit recognition. It is based on the extraction the Hermite data from the digit shape (dots with their derivatives). The choice of this approach was dictated by the possibility of
recovering a close shape to that of the digit using the Bézier curve theory on these data.
The obtained results are very interesting, and we plan to improve them using other classifiers (the artificial neural networks, the hidden Markov models and the support vector machine) during both training and testing phases. Similarly, we will enrich our database in order to perform tests on a more consistent data base.
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