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Abstract 
The point of view of Isaac Asimov is unlikely in a close future, 

but machines that develop tasks in a sensible manner are already 

a fact. In light of this remark, recent research tries to understand 

the requirements and design options that imply providing an 

autonomous agent with means for detecting emotions. If we think 

about of exporting this model to machines, it is possible that they 

become capable to evolve emotionally according to such models 

and would take part in the society more or less cooperatively, 

according to the perceived emotional state. The main purpose of 

this research is the implementation of a decision model affected 

by emotional feedback in a cognitive robotic assistant that can 

capture information about the world around it. The robot will use 

multi-modal communication to assist the societal participation of 

persons deprived of conventional modes of communication. The 

aim is a machine that can predict what the user will do next and 

be ready to give the best possible assistance, taking in account 

the emotional factor. The results indicate the benefits and 

importance of emotional feedback in the closed loop human-

robot interaction framework. Cognitive agents are shown to be 

capable of adapting to emotional information from humans. 

Keywords: Detection of Emotional Information, Affective 

Computing, Facial Expression Recognition, Artificial Neural 

Network, Adversarial Risk Analysis, Broaden and Build Theory 

1. Introduction

Over the years machines have incorporated emotional 

acquisition into their architectures [1], [2], [3], [4], [5], 

which makes it possible to solve tasks that go further than 

performing accurate and quick calculations with rational, 

rigorous and logical behavior. Looking forward, humans 

might be partakers of a new Human-Machine Interaction 

with entities that can develop human emotions, such as 

kindness, loyalty, friendship and even love. It is possible to 

think, that future generations of machines have some skills 

to understand human emotions and these emotions can 

serve as a guide for their actions. The new machines could 

have some kind of functionalities to respond more flexibly, 

foretelling and adjusting to what humans want. 

In the present article, we address the problem of designing 

a model which will support making decisions affected by 

human’s emotions in an autonomous agent, capable to 

interact with an individual. We thus aim at supporting the 

decision making of an autonomous agent so as to improve 

the human machine interaction, that it still is far from 

fluent [6]. 

We tackle the problem with the proposal of combining two 

models: an emotional model and a decision-making model 

from an agent. The combination will give rise to a new 

evolution from agent’s behavior and that might experience 

close affinities to humans. In light of this remark, the 

decision agent will be able to make decisions influenced by 

the emotional information conveyed through the human 

face, using frameworks of Adversarial Risk Analysis (ARA) 

[7] and neural network based methods in facial emotion 

recognition [8], [9]. We illustrate the implementation of 

the model with a robot endowed with several sensors to 

infer the user’s actions and environment’s states. We 

include some computational experience implemented in 

MATLAB. 

This paper is organized as follows. Section 2 describes the 

general scenario where the interactions between the agent 

and human are performed. Subsections 2.1 and 2.2 

describe the proposed models that allow an agent to make 

choices and to capture human’s emotions. Section 3 

describes a rule-based design of emotional feedback for 

self-regulation of positive behavior. Section 4 describes 

the experimental results of simulations examining the 

effects of emotional feedback in the behavioral model of 

the autonomous agent are shown. Discussion and future 

work are presented in Section 5. 
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2. Interaction model

As we can see in Fig. 1, within the scenario the interaction 

between an agent and human is being carried out. The 

arrows show the direction of the input and output data that 

the agent will use. The emotional input will comprise the 

current emotion provided by the facial expression. The 

agent will behave taking into account the information of 

the human adversary and the information of the 

environment in which the agent evolves. The next action 

selected by the agent will be affected by the perceived 

emotion of the adversary. This will change the behavior of 

the agent in a manner that can be suitable for a future 

learning process in a social context. Part of the model is 

essentially multiattribute decision analytic, [10], [11], but 

the agent also manages forecasts models of the evolution 

of its adversary taking into account the emotional feedback 

and the environment surrounding all of them.  

Fig. 1 Interaction general model 

2.1 Emotion Detection Model 

The agent constantly stores the information provided by 

the opponent’s face, this information will be the emotional 

feedback input that will support the final decision. The 

model is based on two modules: Facial Image Treatment 

and an ANN propagation algorithm to recognize facial 

expressions. Basically, this facial emotion detection loop 

starts when the agent recognizes the face of opponent, it 

passes through a series of phases, turning it into a new 

image (merged image), that will be interpreted by the ANN 

algorithm. The ANN has trained previously with a series of 

images that the agent has stored in the memory. The group 

of images are the training set related with six different 

facial expressions (six for each individual), with the same 

treatment as the input image. Finally, once the group to 

which the image belongs is found, the system reports about 

the emotional state of the opponent’s face, as you can see 

in Fig. 2. 

Fig. 2 Emotion Detection Model 

An example of the total process of the facial image 

treatment can be seen in Fig. 3. The algorithm works with 

the complete zone of the eyes and the mouth, for the sole 

purpose of merging the two extractions into a single new 

image.  

Fig. 3 Facial Image Treatment 

The resizing of the merged image is covered by the 

Nearest Neighbor Interpolation method, it requires less 

computation, using a nearest neighbor’s pixel to fill 

interpolated point. For the new matrix, a new value is 

calculated from a neighborhood of samples and replaces 

these values in the minimized image; this technique is 

applied to all the images in the training set of the Artificial 

Neural Network. It is important to apply some type of 

binarization over the images. For this, we apply a simple 

formula related to the threshold from the pixel, 

 (1) 

The algorithm works with an input layer containing 1200 

neurons that are the pixels of 40 x 30 image’s size. The 

merged image is constructed based on a part of the 

forehead and the mouth zone. The input variables      (each 

pixel) is multiplied by a weight     and are added after. We 

used a neuron bias   in the initialization process. Now we 

have the neuron’s activation      So, 

  (2) 
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The neuron bias   works the same as adding an additional 

input with weight b and value 1, so we have, 

 

(3) 

 

 

Having the neuron’s activation  , it is fed into the 

activation function        . This function returns a value on 

the interval [0, 1]. The activation function that we used is 

the sigmoidal function, Thus, we shall assume that 

 

 

(4) 

 

 

The parameter   determines the steep grade of the sigmoid 

function. If   tends towards to 1, the threshold function is 

again obtained but in our case, we choose          that will 

define the output of the activation as the output of the 

neuron. The number of neurons in the hidden layer 

depends on the number of training samples. In order to fix 

the number of hidden neurons in the hidden layer, we will 

use the approach developed in [12],                                     

 

 

 

where     is the number of hidden layers,       is the 

number of input neurons and       is the number of input 

samples. The output layer includes six nodes that will be 

the output variables. The number of neurons is fixed as the 

number of emotions that we are going to consider (anger, 

disgust, surprise, happiness, sadness and fear) into six 

combinations per opponent. Fig. 4 shows a part of the 

images from Cohn-Kanade database that belong to the 

training data set. In [13] results of the algorithm are shown, 

along with the structure of the Articial Neural Network and 

the percentage of accuracy from the system. 

 

 
 

Fig. 4  Samples from the Cohn-Kanade (CK) database 

 

The structure has one hidden layer and we start  with  input      

     . The neurons between layers are fully interconnected 

with weight      and       , where    is the “emitting” or prece- 

ding layer of nodes,     is the receiving or “subsequent” 

layer of nodes,    is the layer of nodes that follows      , 

is the layer of weights between  node  layers     and    ,  

is the layer of weights between node layers     and     . 

 

The activation of one hidden neuron   can then be found 

using                      , So, we can define 

 

 

 

 

 

(5) 

 

 

 

 

 

 

 

 

The elements of the matrix      define the activation of the 

hidden neuron       to input sample     . We can find the 

hidden layer activation     ,   the hidden layer output  and 

the system output     , in such case, 

 

(6) 

 

Where                               , and the output layer weights    

 are defined equal to hidden layer weights . The 

back-propagation training covers: the feed-forward of the 

input training pattern, the calculation and back-propagation 

of associated error and the adjustment of the weights. The 

ANN is initialized randomly, the input   is taken and the 

next step will locate the resulting output   . The desired 

output  serves to calculate the back-propagation of 

associated error                 ,  the goal now is to minimize 

the cost function, 

 

(7) 

 

We assume that the output layer has no activation function. 

So we have                      .   . Now, we need to adjust the 

weights of the output layer using the update rule, 

 

(8) 

 

 

In this equation the learning rate is     , and affects the 

speed at which the ANN arrives  at the minimum.  To find 

the Jacobian          we need use the chain rule, that is, 
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(9) 

 

 

These three partial derivatives are all relatively easy to find. 

We have, 

 

(10) 

 

 

The output layer weights are updating through, 

 

 (11) 

 

In the hidden layer we apply a similar principle; the 

Jacobian is obtained through, 

 

 

(12) 

 

After some computation, we obtain, 

 

(13) 

 

 

with, 

 

(14) 

 

The data is actualized through law for hidden neuron 

weights, so that, 

 

(15) 

 

 

Based on the error correction computed by 

backpropagation using gradient descent step, the weights 

for all layers are adjusted simultaneously, for this, is 

necessary use of      test samples           in order to adjust 

the weights. The training data set are each of six output 

expressions per individual in a merged image. We have 

decided to have 3 layers in order to train the ANN and the 

“Bias Neurons” option and “Sigmoid” for transfer function 

is important because our data set is normalized. Once the 

weights are calculated the ANN is ready to select the 

emotion in a merged image output, the algorithm will 

provide six outputs related with each set of emotions. 

2.2 Interactive decision model 

The agent maintains Interaction prediction modules that 

assess probabilities when the opponent has performed an 

action that triggers surrounding reactions, given the past 

history of agent's actions, opponent's actions and the 

evolution of the surroundings state, as was the case in [14]. 

The model describes the dynamics between agent, human 

and surroundings. The dynamics entails different levels of 

interactions per each entity. We will assume that the 

interaction of the agent                               and the 

opponent                                have being developed 

indoors of a surrounding state                              . The 

agent will confront diverse surrounding states changing 

with the actions of the opponent and that will affect the 

own agent’s behavior. We will assume that the agent has a 

group of sensors which in each time    gather information 

in a vector                   . The agent will infer the 

surrounding state based on a transformation 

function ,                 , likewise, it uses the sensors to infer 

the actions performed by the opponent               . At the 

decision level the agent follows its planning activities 

according to Fig. 5 

 

 

Fig. 5  Decision Model 

The agent will make use of its repertoire of 12 actions    to 

interact with the opponent. The set of agent’s actions are 

listed in Table 1. 

Table 1: Agent’s Actions  

 

 

Regarding the opponent, the agent is able to detect a set of 

12 actions    issued by the opponent as affective actions, 

aggressive actions, and interactive actions. The set of 

opponent’s actions are listed in Table 2. 
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Table 2: Opponent’s Actions 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

2.2.1 Interaction prediction modules 

 

The agent maintains prediction modules that assess 

probabilities when the opponent performed an action 

which will trigger surrounding reactions, given the past 

history of agent’s actions, opponent’s actions and the 

evolution of the surroundings state, so that we are 

interested in computing, 

 

(16) 

 

Extensions to    instants of memory or forecasting     steps 

ahead follow a similar path. (16) may be divided in 

 

 

 

 

 

We assume that the surrounding states are under the 

control of opponent, e.g., the individual can control the 

heating or tenuity of light. Only the latest of the opponent’s 

actions will affect the evolution of the surrounding states. 

This means should lead to the surrounding module state, 

 

 

 

 

We shall actually consider four surrounding states attached 

at time   ,   ,                      ,                       ,                         , 

                             . Assuming conditional independence for 

the four surrounding states, so that 

 

 
 

Each surrounding state takes the form of: 

 

a. Energy: 

 

 

 

The current energy level and the action of the 

opponent will determine the forecast of energy 

level, 

 if                                       , 

.                              where      is the 

energy consumption per unit time. 

 if                                       , 

.                              where      is the 

energy consumption per unit time. 

 

b. Temperature: 

 

 

 

In this case we shall assume a temperature 

differential, 

 

c. Position: 

 

 

 

Where                  is the opponent’s action. The 

position sensor detects only whether (1) or not (0) 

the agent is in vertical position. As we can see in 

Table 3. 

             Table 3: Variation of the Position 

 

 

 

 

d. Detection : 

 

 

 

The detection surrounding state shows only 

whether (1) or not (0) the agent perceives the 

opponent’s presence. In this case  , is part of 

opponent’s interacting actions (OIA). According 

to the Table 4,     is a probability that determine 

the opponent’s presence when     not being part of 

the interacting actions. It follows a Beta-binomial 

distribution [15], 

 

 

 

Where        number of occurrences and                     

b     opponent not detected. It is summarized 

through 
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                                Table 4: Detection Surrounding State 

 

 

 

 

 

Furthermore, the opponent has an evolution of its own 

behavior, that could be affected by how he reacts to the 

agent’s actions, thus incorporating the adversarial risk 

analysis principle, where risks stem from deliberate actions 

of intelligent adversaries, so that 

 

 

(17) 

 

 

In connection with (17) the module is shaped by two 

modules, one describes the own evolution of the opponent 

that controls whole surrounding state, we call it the 

opponent’s evolution module and it describe through 

 

 

 

The opponent’s evolution module uses the information that 

the opponent has done two time steps before, in order to 

predict the opponent’s current action, as you can see in a 

matrix-beta model  Fig. 6.    will designate the data 

available until time  

 

For                             , we have a priori 

 

 

 

 

 

If     designates the number of occurrences that the 

opponent did       after having done       and       , we have 

that the posterior is 

 

 
 

which we may summarize through 

 

 

 

 

 

 

Fig. 6  3D Matrix-beta model for the opponent 

At each time instant, we update the corresponding kij-th 

element and the corresponding last row of the 3D Matrix. 

That is, if the sequence was ot�2 = i; ot�1 = j; ot = k, we 

we shall update                                   and  with the rest of 

entries satisfying _t+1 kij = _. 

 

The other module refers to the opponent’s reactions to the 

agent’s actions. We call it classical conditioning module 

and it will be of the form 

 

 
 

As before,      will designate the data available until time t. 

For each rt  , the prior distribution will be Dirichlet, so that 

 

 

 

 

 

Now, if hij designates the number of occurrences of 

opponent doing oi, when the agent has made rj , the 

posterior distribution will be 

 

 
 

which we may summarize through 

 

 
 

The data are stored in a 2D matrix structure as you can see 

in Fig. 7. The last row accumulates the sum of row’s values 

for each column. 
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Fig. 7  Classical conditioning module 2D matrix structure 

As we mentioned earlier, at each time instant, we update 

the corresponding ij-th element and the corresponding last 

row of the 2D matrix. The _ij ’s elements are similarly 

evaluated. In this module we may be facing the 

incompatibility  of  a  pair  of actions,  for  this   reason,  if   

.                and ot = oi     are compatible and _ij = 1   in 

other case _ij = 0. 

 

2.2.2 Weighting of posterior model probability 

 

We describe now how the actualization takes place in the 

model based on the average of the posterior distributions, 

using the opponents evolution module and the classical 

conditioning module, [16]. 

 

 
 

Assuming that p(Mi) designates the probability that the 

agent follow the  model  ,    with   p(M1) + p(M2) = 1, ,    , 

.bbbbbbbb,, This model captures the agent’s reactive 

behavior facing the opponent actions. 

 

 
 

with 

 

 
 

 

by the premise  

 

 

 
 

with 

 

 
 

The modules can then be summarized as follows: 

 

 M1: Having 

 

 
 

Where        = Normalizing constant.      . We have 

to 

 

 

 

 

 

 

 

Now according to p(DtjM1) = p1t  we can see 

that if at iteration t + 1 the bot performed rj and 

the opponent performed oi, the new probability 

model is updated by 

 

 

 

 

 M2: Having 

 

 

 

 

 

 

 

Where        = Normalizing constant.      . We have 

to 

 

 

 

 

 

 

 

Here again as in M1 the new probability model is 

updated by 

 

 
then 

 

 
 

assuming that, at iteration (t + 1), the opponent 

performed     , after having performed      and o  . 
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2.2.3 Multiobjective preference module 

 

The agent’s behavior provides utilities and probabilities, in 

which, we can apply the Maximum Expected Utility (MEU) 

criterion [17],[18], to select the optimal action based on all 

current information. The agent faces constantly multiple 

synergy states � = f�1; �2; : : : ;. The consequences are 

provided by the synergy states that depend on the agent’s 

actions rt, the opponent’s actions ot and the future 

surrounding state  st that happened after of     and  ot. The 

synergy states take the form of 

 

 
 

Through a multi-attribute utility function [19], we will 

evaluate the synergy states without much loss of generality 

[20]. The model will adopt an additive form,  

 

 

 

 

 

In order to compute the maximum expected utility, we plan 

several instants ahead assuming additive utilities over time, 

 

 
 

For purposes of simulation, we could plan just one period 

ahead, 

 

 
 

The decision is probabilistic and defines a probability 

model that randomly generates alternatives with 

probability proportional to the expected utility [21], 

therefore, it increases unpredictability of the agent’s 

decisions under similar circumstances. 

 

 

 

a. Preference structure: 

 

The agent aims at satisfying five objectives, as 

you can see in Fig. 8. This hierarchy entails that 

the agent will invest most resources in achieving 

a sufficient level in the lowest objective, because 

of its higher weight, see [22]. Once it has attained 

a sufficient value in that level, it will redistribute 

it’s his resources to achieve the next level, and so 

on. We describe now the global utility function, 

the component utility functions, and the 

objectives related to energy and security with the 

intention of making some simulations, we shall 

assume that 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

     Fig. 8  Pyramidal distribution of self-objectives 

b. Basic Objectives: 

 

 Self-objective of Energy: For the most 

part, energy needs are the literal 

requirements for agent survival. If these 

requirements are not met, the agent 

simply cannot continue with the normal 

course of its activities. Low levels are 

perceived as bad indicators by the agent. 

The objective is given by  

 

 

 

 

 

 

with Uth (Upper threshold) = 0.5 and 

Lth (lower threshold) = 0.1 

 

 Self-objective of Security: Agent’s 

security, essentially, the way that the 

agent takes in account the risk of injury 

when it is attacked (Atk) by any human. 

At the same time the agent needs to 

remain at an appropriate level of 
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temperature (Tp) for its proper operating. 

It is represented through 

 

 

 

with  � 0 P2 i=1 w2i = 1,     and weights 

ordered in importance as follows:         

The utility functions are given by 

 

 

 

 

 

 

 

 

 

 

 

 

with LTh (Lower thermal threshold) = 

0°C, UTh (Upper thermal threshold) = 

35° C, LTcth (Lower thermal comfort) = 

20°C and UTcth (Upper thermal comfort) 

= 25°C. 

 

 Global utility function: The global 

utility function based in the two lowest 

level objectives would be 

 

 

 

With  

 

 

3. Rule-based design of emotional feedback 

Through the procedure described above the agent has the 

capability to evolve with a positive behavior facing the 

opponent by implicit communication, e.g., in case of a 

robot caregiver as an intelligent agent, its positive actions 

can influence the patients that in turn would be more 

inclined to engage in a closed loop human-robot emotional 

interaction [23]. The idea is that the agent can recognize 

the affective state of the human captured by the facial 

expression implicitly and adapt to it modifying its actions 

appropriately, reflecting some degree of emotional 

intelligence [24]. Authors such as those of [25] and [26] 

have raised doubts on whether machines can exhibit 

intelligent behavior without sign of emotion. 

In human communication, emotions play an important role, 

and the ability to display and understand the human 

emotions and affective states are essential for effective 

communication [6]. A machine that expresses, recognizes 

and understands emotions similar to human ones could be 

a good collaborator. This is indeed an area of growing 

interest [27], and many designs have demonstrated how 

human-robot interaction in cognitive robotics can be 

augmented by a closed loop that implies an implicit 

emotional communication, [28], [29], [30], [31], [32]. The 

connection between decision making and emotions is very 

thin [33]. In this case, emotions must be seen as features 

that can influence the decision level. Some emotion models 

take into account theories which connect decision making 

and emotions using weighing criteria and evaluation of 

alternatives, [34], the mood congruency of memories that 

affect predictions [35], a model of intensity from the 

visceral factors involved in decision making [36], the 

weighted average of decayed base emotion [37] and 

numerous descriptive findings on such relations [38]. In 

the future we would like to extend the capabilities of the 

model presented in this paper using weight categorization 

from the integration of two or more emotions; it could be 

an internal emotional model that will use secondary 

emotions. The acquisition of emotions by a machine is a 

promising paradigm that allows human-like social 

interaction due to their ability to give emotional feedback. 

The appropriate responses to the emotions of others is a 

contextually sensitive ability that humans are particularly 

skilled at, given this advantage, machines could learn how 

to modify actions and behaviors based on emotional 

feedback from our system of emotional signals, [39], [40], 

[41]. In humans emotions motivate future behavior, the 

connection of actions to specific emotions is often hard-

wired. Emotions help humans to overcome obstacles, and 

in fact pave the way to select the most appropriate 

behavior. 

Our agent will show increasingly positive behavior and 

will keep a self-regulation between actions and emotions. 

To achieve this goal, we will base the rules on principles of 

the broaden and build theory, [42], [43]. In this case, the 

agent’s reactions when it is facing the opponent’s positive 

behavior, could trigger a cycle of positive emotions 

connected to the relevant action. Through positive 

emotions humans can develop various types of skills and 

capacities which negative emotions are not able to support. 

Negative emotions tend to favour some preferences [44], 

[45], [46], e.g., anger tends to maintain a course of action 

or in the most extreme case attack, while fear can evade 

the immediate context or the course of action. Disgust is 

associated as a specific reaction to something that is 

offensive, and the action that it will generate pursues to 

expel the trigger stimulus. As opposed to negative 

emotions, positive emotions help the body move from a 

narrow set of actions to a broader one, allowing pursuit of 

a wider array of thoughts and alternatives. Table 5 shows 
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six basic emotions [47], [48], represented in a set of rule-

based action/response-pairs. The categorization that we 

assumed was arbitrarily chosen, taking into account that it 

is possible to modify the model with another order of 

emotions. For this first scheme, we have ordered the 

emotions according to the “Basic emotion theories”, where 

we can differentiate two groups “positive” and “negative” 

based on the emotional stimuli organized in a categorical 

manner, with innate categories found in humans [49], [50]. 

This table shows the possibility of deciding the agent’s 

behavior by mixing the emotional feedback and the outputs 

of the decision system using a rule-based algorithm. The 

algorithm simply corrects the agent’s behavior using the 

human biological emotions; in this case the human-

machine emotional loop will be the closest connection. 

The reactive response between the emotion and action is 

dependent on the positive or negative influence that is 

shown, and will be the trigger of the corrective emotional 

output. In other words, we hold that priority should be 

attached to the opponent’s emotions. For practical 

purposes, we need to define a hierarchy of levels according 

to the signs of the emotions and agent’s actions, showing 

the relative importance of these signs, see Fig. 9. A 

pertinent focus for future research would be to examine the 

inclusion of different levels of precision in the emotional 

hierarchy into the "Rule-based design of emotional 

feedback", that could be the setting of intervals related to 

primary and secondary emotions [33]. 

Table 5: Detection Surrounding State 

 

 

 

 

 

 

 

 

 
Note: Ra fR1;R2g, Ra f(+); (�)g are signs of the agent's actions before 

the emotional feedback. NR1 and NR2 are the modified actions of the 

agent taking into account the emotional feedback. RupL: Reject and 

change the hierarchy level of agent's action (to positive action); ML: 

Maintain the current hierarchy level of agent's action (maintain the 

negative action); OSem :  Signs of the opponent's emotion. 

 

 

 

Fig. 9 Hierarchy of levels 

If the opponent shows positive emotional behavior he will 

be willing to accept a negative behavior from outside, in 

this case provided by the agent’s actions. Only emotions 

like surprise and happiness will preserve the current 

hierarchy level of the agent’s action, e.g., “When the 

opponent’s emotion is happiness (+) and the agent’s action 

is cry(-), the agent preserves the negative action, in other 

case the agent rejects the action and increases the hierarchy 

level” (In real life, we are willing to manage difficult 

situations when we have positive emotional charge). 

Positive emotions may influence the generation of 

resources and flexible thoughts in order to choose the right 

action [48]. The flow chart of the agent’s action modified 

by the positive emotion is shown in Fig. 10. 

 

Fig. 10 Flow chart from correction of agent's action through emotional 

feedback 

4. Experimental results 

The simulations cover the evolution of the expected utility 

just one period ahead, the agent’s reactive behavior facing 

the opponent’s actions through the weighting of posterior 

model probability, the evolution of the emotional feedback 

provided by the opponent’s face and evolution of the 

agent’s behavior using the rule-based design of emotional 

feedback. We select only six agent’s actions classified by 

sign [alert(-), cry(-), claim for energy(+), salute(+), 

warn(+), do nothing(+)] and six opponent’s actions [attack, 

move, recharge, stroke and do nothing], this last set of 

opponent’s actions do not need the signs, because all the 

analysis will focus on the modification of the agent’s 

behavior. The system works per iteration facilitating 

capturing of the opponent’s emotion through the emotion 

detection model. In the simulation 250 iterations were 

fixed, related to the training set and test set used in the 

Artificial neural network propagation algorithm to 

recognize the opponent’s emotions. We used the Cohn-

Kanade (CK) database [52] to construct the training set 

and test set. This database contains 97 individuals showing 

different expressions. We selected only 50 individuals 
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from the 97 in order to capture the set of more pronounced 

facial emotions. We collected 6 images per individual 

coming to have a total of 300 images. We trained the 

Artificial neural network with 50 images. The rest is 

comprised of 250 images and it has been used as test set. 

Every time that the emotion detection model has reported a 

misclassification, the inaccurate emotional output is 

replaced by the most positive agent’s action, in this case do 

nothing(+), for the purpose of developing a positive 

behavior in the agent. Finally, in order to correct the 

agent’s behavior using the emotional feedback provided by 

the opponent, we determine a hierarchy level of the agent’s 

action from negative to positive; [anger(-), sadness(-), 

fear(-), disgust(-), happiness(+), surprised(+)]. The two 

simulations show interactions between the agent and the 

opponent during all the 250 iterations. The simulations 

show as expected that the agent perceives the opponent as 

very reactive to its actions, so the value of p(M1) rapidly 

achieves the maximum and p(M2) the minimum for the 

two cases. In simulation 1, see Fig. 11, the average success 

rate of emotional recognition was 86.8%, which means that 

217 out of 250 test images were successfully classified. 

We can clearly see the influence of the emotional feedback 

over the agent’s actions, taking into account that the 

emotional opponent’s emotional evolution starts at a 

negative level. The negative component in many actions 

was suppressed, which is why the interaction in positive 

way was favored. In simulation 2, see Fig. 12, the average 

success rate of emotional recognition was 87.2%. Here the 

opponent shows more interaction with the agent, its 

expected utility has little random oscillation. The agent’s 

actions are more negatively charged. After the emotional 

feedback a great quantity of agent's actions are allowed. 

Actions like cry(-) or alert(-) are more permissible when 

the opponent has a positive emotional charge. At the same 

time the agent’s actions are transferred to the positive zone. 

 

 
 

Fig. 11 Simulation 1 

 

Fig. 12 Simulation 2 

5. Discussion and Future Work 

We have described a behavioral model for an autonomous 

agent, capable of reading information from its sensors and 

selecting appropriate actions based on the emotional 

signals expressed by a human opponent. The model uses 

multi-attribute decision analysis, forecasting models of the 

adversary and emotional feedback provided by the 

opponent, all supporting the final decision of the agent. 

The results show that the agent is capable of improving its 

social interaction by changing its behavior according to the 

affective state of the opponent. Here we can consider that 

there is a narrowing of human-machine emotional loop. 

Such interaction will have to be taken into account in the 

future, because the number of devices connected wirelessly 

with intelligent machines increases exponentially. All the 

multimodal sensor inputs that recover biophysiological 

signals from humans can be used with optimized 

algorithms to embed affective intelligence in synthetic 

agents. As a case in point, the wireless sensor networks can 

improve the sensory capabilities in robots. These groups of 

sensors are akin to usual sensors but with better monitoring 

and control of a wide range of information. The OpenFlow 

connection environment could be the link between a more 

precise sensing of emotional signals from humans and their 

proper interpretation. With all of this data collected, we 

can explore deeper the affective communications and make 

robots with more emotional capabilities that will connect 

with humans, offering the missing natural interaction. 

Following this, future work will address providing a model 

for an autonomous agent that makes decisions influenced 

by more accurate emotional factors as the emotional 

feedback provided by the kinetic typography, speech and 

facial expression in humans. This new approach could 

make interaction between humans and agents more fluent 

and natural. 
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