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Abstract 
In today’s scenario, business establishment usually fails due to 
improper planning and lack of business knowledge.  In this 
paper, we develop a concept which is precise and reduces the 
number of data attributes to start any business. For the 
development of the concept we have used the concept of 
rough set idea for reduction of number of attributes. Initially, 
we take a survey of 1000 samples and consider the best 20 
samples for our purpose. Using rough set theory, we consider 
the most essential attributes out of several attributes for a 
business development. 
 
Key words: Rough Set Theory, Business related data, 
Granular computing, Data mining. 
 
 
1. INTRODUCTION 
The rising demand for business and wide use of internet for 
the growth of business resulted in huge data generation in 
manifold ways. The data so generated not only confuses the 
mind of the user but also it creates problem to derive the 
useful data for the application of the user.This has posed an 
obvious challenge for the researchers to develop methods to 
reduce the data set and to derive the relevant data for desired 
application. The application of rough set theory has an 
important role to play for knowledge discovery in data 
base(s).The ever growing field of knowledge discovery (KD) 
helps in extraction of hidden information from large 
database[3]. Data mining is also considered as essential tool in 
this knowledge discovery process which uses techniques from 
different disciplines ranging from machine learning, statistics 
information sciences, database, visualization ([4]-[12]). 
Further, prediction of business failure needs a systematic and 
scientific study. The first approach to predict business failure 
started in 1995 by Zopounidis( [24]-[26]). The methods 
proposed are the “five C” methods, the “LAPP” method, and 
the “credit-men” method. Then, financial ratios methodology 
was developed for business failure prediction problem. This 
approach gives rise the methods for business failure prediction 
based on multivariate statistical analysis ( Altman ([13]-[15]), 
Beaver[17], Courtis[18]). Frydman et al[19] first employed 
recursive portioning, while Gupta et al[20] use mathematical 
programming as an alternative to multivariate discriminant 
analysis for business failure prediction problem. Other 
methods used were survival analysis by Luoma, Laitinenl[21] 
which is a tool for company failure prediction, expert systems 
by Messier and Hansen[22] , neural network by Altman          

et al[16], multi-factor model by Vermeulen et al[23] are also 
other methods developed for business failure prediction. 
This paper presents a methodology for business success by 
reduction of attributes using rough set theory. 
 
2. PRILIMINARIES 

  
2.1 Rough set 
Rough set theory as introduced by Z. Pawlak[2] is an 
extension of conventional set theory that support 
approximations in decision making. 
 
2.1.2 Approximation Space: 
An Approximation space is a pair (U , R) where U is a non-
empty finite set called the universe R is an equivalence 
relation defined on U. 
 
2.1.3 Information System: 
An information system is a pair S = (U , A), where U is the 
non-empty finite set called the universe, A is the non-empty 
finite set of attributes 
 
2.1.4 Decision Table: 
A decision table is a special case of information systems  
S= (U , A= C U {d}), where  d is not in C.  
Attributes in C are called conditional attributes and d is a 
designated attribute called the decision attribute. 
 
2.1.4 Approximations of Sets: 
Let S = (U, R) be an approximation space and X be a subset of 
U. 
The lower approximation of X by R in S is defined as 

     RX = { e ε U | [e] ε X} and 
The upper approximation of X by R in S is defined as 
 
 
where [e] denotes the equivalence class containing e.  
 
A subset X of U is said to be R-definable in S if and only if 
                          

          = RX 
A set X is rough in S if its boundary set is nonempty.  

2.2  Dependency of Attributes 

Let C and D be subsets of A. We say that D depends on C in a 
degree k (0 ≦ k ≦ 1) denoted by C →k D if  

}]/[{ φ≠∩∈= XeUeXR

XR
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If k = 1 we say that D depends totally on C. 
If k < 1 we say that D depends partially (in a degree k) on C.  
 
2.3 Dispensable and Indispensable Attributes 
Let S = (U, A = C υ D) be a decision table. 
Let c be an attribute in C. 
Attribute c is dispensable in S if POSC(D)= POS(C-{c})(D) 
otherwise, c is indispensable. 
A decision table S is independent if all attributes in C are 
indispensable. 
 
Rough Set Attribute Reduction (RSAR) provides a filter based 
tool by which knowledge may be extracted from  a domain in 
a concise way; retaining the information content whilst 
reducing the amount of knowledge involved.  

2.4 Reduct and Core 
 
Let S = (U, A=C U D) be a decision table. 
A subset R of C is a reduct of C, if  
POSR(D) = POSC(D) and S’ = (U, RUD) is independent, 
ie., all attributes in R are indispensible in S’. 
Core of C is the set of attributes shared by all reducts of C. 
        CORE(C) = ∩RED(C)   
where, RED(C) is the set of all reducts of C. 
The reduct is often used in the attribute selection process to 
eliminate redundant attributes towards decision making. 
 
3. Basic idea 
The basic idea for the proposed work is conceived  from the 
general market systems. We initially consider   1000 samples, 
by considering five conditional attributes such as Location, 
Combination, Quality, Advertisement and Knowledge 
(Business Knowledge) and three decision attributes such as 
failure, partial success and success. Then,  by correlation 
analysis ,  only 20 samples are selected which we consider as 
the best for the purpose. Using rough set  theory concept we 
reduced the number of attributes which will be helpful for the 
business house to start the business taking care of minimum   
numbers of attributes and neglecting the redundant attributes 
which has no contribution for the growth of the business. 
Initially  we divide    entire business system, according  to 
their types and class. To get a common  result for all types of 
business, we consider some standard attributes  as our 
conditional and decision  attributes. which can be applied to 
all types of business  house. 
 
4.Data Reduction 
As the volume of  data is increasing day by day, it is very 
difficult to find which attributes are important for a particular 
application and which are not that important and can be 
neglected. The aim of data reduction is to find the relevant 
attributes that have all essential information of the data set. 
The process is illustrated through the following 20 samples by 
using the rough set theory. 
 
 
 
 
 

Table-1: Decision Table 
 
 

LOC COMB QUA ADVT KNOW DEC 

E1 GOOD AVE AVE AVE  GOOD PSUCC 

E2 BAD BAD BAD AVE GOOD FAIL 

E3 BAD BAD BAD HIGH GOOD FAIL 

E4 BAD GOOD AVE HIGH GOOD PSUCC 

E5 BAD BAD AVE  HIGH GOOD PSUCC 

E6 GOOD BAD AVE HIGH GOOD PSUCC 

E7 GOOD GOOD AVE HIGH GOOD SUCC 

E8 PGOOD GOOD AVE AVE BAD PSUCC 

E9 PGOOD BAD AVE POOR BAD FAIL 

E10 PGOOD AVE AVE AVE BAD PSUCC 

E11 PGOOD AVE AVE AVE BAD SUCC 

E12 PGOOD BAD GOOD POOR BAD PSUCC 

E13 PGOOD AVE BAD POOR BAD FAIL 

E14 PGOOD BAD BAD POOR BAD SUCC 

E15 PGOOD AVE AVE AVE BAD FAIL 

E16 PGOOD AVE AVE POOR BAD PSUCC 

E17 PGOOD AVE BAD POOR BAD FAIL 

E18 PGOOD BAD GOOD POOR BAD SUCC 

E19 PGOOD AVE BAD AVE BAD FAIL 

E20 PGOOD BAD BAD AVE BAD SUCC 

   
(LOC- Location, COMB- Combination, QUA- Quality, 
ADVT- Advertisement, KNOW- Knowledge, DEC- Decision.   
PSUCC-partial success, SUCC- success, FAIL-failure, AVE-
average, PGOOD-Partially good) 
 
We find the equivalence class as (Attributes)\(Decision). We 
consider three basic attributes  such as Success, Partial 
Success and  Failure . The  equivalence class corresponding to 
SUCCESS = {E7,E11,E14,E18,E20}, the equivalence class 
corresponding to PSUCESS = {E1,E4,E5,E8,E10,E12,E16}, the 
equivalence class corresponding to FAILURE ={E2, E3, E9, 

E13,E15,E17,E19}.In the process we find the lower approximation 
and lower approximation. Lower approximation leads to 
success and upper approximation consideration of both 
success and partial success as the basic attributes. 
E\(CONDITON) is the equivalence classes  to start with. 
Initially, we consider single attribute as decision (Table-2), 
next we consider two attributes (Table-3) and finally all three 
attributes are considered for decision making( Table-4).  
From the decision table (Table-1), we find 
E(LOCATION)GOOD = {E1,E6,E7} 
E(LOCATION)BAD = {E2,E3,E4,E5} 
E(LOCATION)PGOOD = {E8,E9,E10,E11,E12,E13,E14,E15,E16,E17, 

E18,E20}   
E(COMBINATION)AVE={E1,E10,E13,E15,E16,E17,E19}  
E(COMBINATION)BAD = {E2,E3,E5,E6,E9,E12,E14,E18,E20} 
E(QUALITY) AVE={E2,E3,E5,E6,E9,E12,E14,E18,E20} 
E(QUALITY) AVE={E1,E4,E5,E6,E7,E8,E9,E10,E11,E15,E16} 
E(QUALITY) BAD={E2,E3,E13,E14,E17,E19,E20} 
E(QUALITY) GOOD={E12,E18} 
E(ADVERTISEMENT)HIGH={E3,E4,E5,E6,E7} 
E(ADVERTISEMENT)AVE={E1,E2,E10,E11,E15,E19,E20} 
E(ADVERTISEMENT)POOR={E9,E12,E13,E14,E17,E18} 
E(KNOWEDGE)GOOD={E1,E2,E3,E4,E5,E6,E7} 
E(KNOWEDGE)BAD={E8,E9,E10,E11,E12,E13,E14,E15,E16,E17, 
E18,E19,E20} 

/

( )
( , )

( ) ( )

/ ,

/

C

C
X U D

POS D
k C D

U
where POS D C X called a positiveregionof the

partition U D withrespect toC whichis the set of all elementsof

that canbeuniquelyclassified toblocksof the partitionU D

γ

∈
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Next, we find the combination of two attributes each   to 
generate the reduct.  
E(location, combination)good={E7},  
E(location, combination)ave = null,  
E(location, combination)bad=null 
E(combination, Quality)good=null  
E(combination, Quality)ave ={E1,E10,E15},  
E(combination, Quality)BAD={E2,E3,E14}  
E(Location, Quality)good={E6},  
E(Location, Quality)ave=null, ,  
E(Location, Quality)bad={E2,E7}  
E(Location, advertisement)good={E6,E7}  
E(Location, advertisement )ave=null,  
E(Location ,advertisement )bad=null,  
E(Location ,knowledge )good={E1,E7},  
 
As location combination provides the same attribute ie E7 so 
we drop combination attribute from the table. In similar way 
we can safely remove the advertisement from the table as this 
attribute as it provides null result when combined with 
location, in both average and   bad cases.  
Both advertisement and location give rise the same 
conclusion. Now, attribute list falls to three from five which 
are location, quality and business knowledge which is depicted 
in Table-2. 

Table-2: Reduced Decision Table-1 

E 
 

LOCATI
ON 

QUALITY KNOWE
DGE 

DECESI
ON 

E1 GOOD AVERAGE GOOD PSUCC 

E2 BAD BAD GOOD PSUCC 

E3 BAD BAD GOOD PSUCC 

E4 BAD AVE GOOD PSUCC 

E5 BAD AVE GOOD PSUCC 

E6 GOOD AVE GOOD PSUCC 

E7 GOOD AVE GOOD SUCC 
E8 PGOOD AVE BAD PSUCC 
E9 PGOOD AVE BAD FAIL 
E10 PGOOD AVE BAD PSUCC 
E11 PGOOD AVE BAD SUCC 
E12 PGOOD GOOD BAD PSUCC 
E13 PGOOD BAD BAD FAIL 
E14 PGOOD BAD BAD SUCC 
E15 PGOOD AVE BAD FAIL 
E16 PGOOD AVE BAD PSUCC 
E17 PGOOD BAD BAD FAIL 
E18 PGOOD GOOD BAD SUCC 
E19 PGOOD BAD BAD FAIL 
E20 PGOOD BAD BAD SUCC 

 
From the  table {E1,E6,E7} ,{E 13,E14,E19,E20,},{E 4,,E5} has 
same attribute values so for that 
{E1,E6,E7}→ E1, ,{E13,E14,E19,E20,}→ E13, {E4,,E5}→ E4, now 
the table reduces to the following form (Table-3)  
 

Table-3: Reduced Decision Table-2 

E 
 

LOCATI
ON 

QUALITY KNOWE
DGE 

DECESIO
N 

E1 GOOD AVE GOOD PSUCC 
E2 BAD BAD GOOD FAIL 
E3 BAD BAD GOOD FAIL 

E4 BAD AVE GOOD PSUCC 
E5 BAD AVE GOOD PSUCC 
E8 PGOOD AVE BAD PSUCC 
E9 PGOOD AVE BAD FAIL 
E10 PGOOD AVE BAD PSUCC 
E11 PGOOD AVE BAD SUCC 

E12 PGOOD GOOD BAD PSUCC 
E13 PGOOD BAD BAD FAIL 
E15 PGOOD AVE BAD FAIL 
E16 PGOOD AVE BAD PSUCC 
E18 PGOOD GOOD BAD SUCC 

 Similarly   E10,E11  ambiguous  so for that  we remove  both 
from the table   now the new table appears   to be  
{E1,E6,E7}→ E1, ,{E13,E14,E19,E20,}→ E13, {E4,,E5}→ E4, now 
the table reduces further as (Table-4) 
 

Table-4: Reduced Decision Table-3 

E 
 

LOCATI
ON 

QUALITY KNOWE
DGE 

DECESIO
N 

E1 GOOD AVE GOOD PSUCC 
E2 BAD BAD GOOD FAIL 
E3 BAD BAD GOOD FAIL 
E4 BAD AVE GOOD PSUCC 
E5 BAD AVE GOOD PSUCC 
E8 PGOOD AVE BAD PSUCC 
E9 PGOOD AVE BAD FAIL 
E12 PGOOD GOOD BAD PSUCC 
E13 PGOOD BAD BAD FAIL 
E15 PGOOD AVE BAD FAIL 
E16 PGOOD AVE BAD PSUCC 
E18 PGOOD GOOD BAD SUCC 

From the above table, we get the conclusion that the lower 
approximation is the set {E1,E6,E11}  and upper approximation  
in this case  is {E1,E4,E6,E11,E8,E10,E12,E18} 
Quality of approximation  is 3/8, and the boundary region in 
this case  upper approx\ lower approx = {E4,E8,E10,E12,E18} 
which  cannot be classified further  so we remove these 
entities from the table safely  so the new table reuces further 
as (Table-5) 

Table-5: Final Reduce Decision Table 

LOCATION QUALITY KNOWEDGE DECESION 
GOOD AVE GOOD PSUCC 
BAD BAD GOOD FAIL 
BAD BAD GOOD FAIL 
BAD AVE GOOD PSUCC 
PGOOD AVE BAD FAIL 
PGOOD BAD BAD FAIL 
PGOOD AVE BAD FAIL 
PGOOD AVE BAD PSUCC 

From the above table we draw the inference that, to make the 
business successful the essential attributes required   are 
Location, Quality and Knowledge.  The other attributes are not 
of much use.  
 
5. Conclusion 
So we conclude with this idea that to become successful 
entrepreneur, essential attributes are Location, Quality, and 
Business knowledge.  
This work can be extended further by prioritizing the essential 
attributes. Besides correlation analysis, other methods are to 
be developed for selection of few samples from the large 
collection of samples. The procedure can be used to generate 
decision based on the student feedback.  
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