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Abstract 
The sensory perceptions from humans are intertwined channels, 

which assemble diverse data in order to decrypt emotional 

information. Just by associations, humans can mix emotional 

information, i.e. emotion detection through facial expressions 

criteria, emotional speech, and the challenging field of emotional 

body language over the body poses and motion. In this work, we 

present an approach that can predict six basic universal emotions 

collected by responses linked to human body poses, from a 

computational perspective. The emotional outputs could be fed 

as inputs to a synthetic socially skilled agent capable of 

interaction, in the context of socially intelligent systems. The 

methodology uses a classification technique of information from 

six images extracted from a video, entirely developed using the 

motion sensing input device of Xbox 360 by Microsoft. We are 

taking into account that the emotional body language contains 

advantageous information about the emotional state of humans, 

especially when bodily reaction brings about conscious 

emotional experiences. The body parts are windows that show 

emotions and they would be particularly suitable to decoding 

affective states. The group of extracted images is merged in one 

image with all the relevant information. The recovered image will 

serve as input to the classifiers. The analysis of images from 

human body poses makes it possible to obtain relevant 

information through the combination of proper data in the same 

image. It is shown by experimental results that the SVM can 

detect emotion with good accuracy compared to other classifiers. 

Keywords: Detection of Emotional Information, Affective 

Computing, Body Gesture Analysis, Robotics, Classification, 

Machine Learning. 

1. Introduction 

Human emotions are strongly connected with bodily states; 

they are not only connected with mental states, if not also 

show connections at a physical level [1]. Body signals 

allow us to communicate through non-verbal cues 

emotional indicators. The bodily indicators are translated 

into an informative experience, that we could handle 

according to the situation in which we find ourselves. The 

understanding of complex emotions and its physical 

indicators, have been carefully studied and analyzed in 

order to understand and track, about how we behave in 

social interactions [2], [3], [4], [5]. But the challenge is the 

understanding by a machine of all this emotional 

information, which will influence positively the closed 

loop human-robot interaction framework. Cognitive agents 

are shown to be capable of adapting to emotional 

information from humans. Taking into account emotional 

information could be critical for how to handle data 

captured by a cognitive agent, with direct and precise 

information of our behavior [6], [7], [8], [9], [10].   

 

Machines which are able to express, recognize and 

communicate their own feelings and those of others, are 

capable of enhancing human computer interaction and 

aiding related research in surprising ways [11], this 

advance will also allow us to self-scrutinize the variety and 

complexity of our emotions and manage emotions well in 

ourselves and in our relationships [12]. Providing 

emotional abilities to machines could enhance productivity 

and quality of life, considering the possible interaction that 

the machine could generate as partner and collaborator. 

They would be able to manage the criteria of their actions, 

allowing them through judgments of value to find ways of 

improving. Machines are getting smarter at understanding 

human's actions and the environment in which they are 

developed, the human body motion involved in this 

interrelation contains a high degree of flexibility, and 

therefore, how to figure out the emotions implied in the 

behavior analysis of bodily poses is an interesting 

challenge to investigate. The link between the emotional 

differences of the interpretation from the body poses and 

the dependencies of the poses from persons is very strong. 

The emotional body language could be a different means 
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of expressing the same set of basic universal emotions as 

facial expressions and speech [13], [14], [15]. Some 

questions can be raised over the study of bodily 

expressions and the meaning of their movements through 

various physical behaviors. Several members of the body 

and the dynamics of them could be means of transmission, 

in unison, of emotion categories. According to [16] and 

[17], the three spatial dimensions of body poses could 

convey the intensity of emotions. 

 

One of the motivations for the future interrelation with 

machines would be the happiness of human beings. This 

motivation would stimulate the collaboration between 

machines and humans by exchanging information. The 

future human-machine interaction could be influenced by 

an emotional feedback that machines can capture from the 

environment of humans and evolve with them. We shall 

also expect improvements in the communicative behavior 

in machines, which is a very urgent task, and then people 

could more easily be able to accept and integrate them. 

Machines have to be spontaneous, polite and must learn 

how to feel. In this sense, we believe that such an approach 

can be beneficial, both for machine-emotional feedback, 

which is still far from reaching the capabilities of 

biological vision, as well as for neuroscience [18], where 

these computational approaches can contribute new 

insights. 

 

In this work, we address the problem of emotion 

recognition through bodily expression with a technique 

that will not imply huge memory consumption in a care 

giver robot. Humans have a strong support of various 

emotional channels; the combinations of data from 

different senses will provide to humans the emotional 

prediction which leads them to socialization with others. 

We can get towards making similarities between human 

posture and emotions that the machine could perceive. The 

input channel of bodily expression may be more powerful 

than other channels of nonverbal communication and as 

such presents special challenges.  

 

In this paper, several classification methods were tested to 

detect six basic bodily expressions in images provided by a 

group of videos. This research states the relationship 

between dynamic postures and attributions of emotion in 

an attempt to describe how emotion may be communicated 

through the body and captured by an intelligent agent.  The 

output of this system is a recognized emotion related with a 

body human posture, which will be used in a future model 

that supports the decision making process of a decision 

agent, see [19], in a scenario that occurs during the 

emotional behavior from human bodies, when they are 

taking part in the closed loop human-robot interaction. 

 

This paper is organized as follows. Section 2 describes the 

related research background in bodily emotion recognition 

and it is divided in subsections 2.1, 2.2 and 2.3. Subsection 

2.1 describes the problem to being addressed related to 

capture of emotional bodily information. Subsection 2.2 

shows the literature based on emotion recognition using 

the human body poses.  Subsection 2.3 covers the literature 

based on the bodily emotion detection based in machine 

learning. Section 3 presents the data and methods used in 

the controlled study and it is divided in subsections 3.1, 

3.2 and 3.3. Subsection 3.1 describes the data set and 

Subsections 3.2 and 3.3 the classifiers and the performance 

measures used to the study, respectively. Section 4 

describes the experimental results and the discussion about 

some particularities of the study. Conclusions are 

presented in Section 4. 

2. Related research 

Emotion recognition in humans is researched in various 

scientific disciplines such as neuroscience, psychology, 

and linguistics. Development of automated emotional 

recognition systems depends significantly on the progress 

in the aforementioned sciences, and recently multiplied 

from the integration of all these disciplines in 

computational systems for emotion prediction, see [20], 

and [21]. Focusing on the human body as main source of 

emotional information we start our analysis by exploring 

the problem, the background in bodily emotion recognition, 

and automated procedures. 

 

2.1 Problem  
 

Machines are entering into our life and are capable to 

support us in our daily tasks. They save time for us at 

home, freeing our hands and eyes from tablets or mobile 

phones, to interact, learn, play and collaborate with us and 

our environment in an autonomous, natural and 

personalized way [6]. But like humans the mysteries of 

emotions play an essential role in machines, which 

includes the ability of them to associate the others feelings 

with its own emotional internal state and make decisions 

[7]. In light of this remark, machines will be able to 

recover and interpret human emotions conveyed through 

different sources from the human body [11]. For many 

years, the problem of decrypting emotional information 

from humans in an automatic way has been studied with 

diverse methods and theories, many of them are indeed 

less efficient in terms of computation cost in personal 

robotics. If we think in the future of an intelligent machine 

like a robot, and also part of the family, it is required that 

they become affordable, say at the price of a PC, a tablet or 
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a smartphone with efficiency according to the 

computational characteristics.  

 

Emotional bodily information is generally less understood 

compared to other type of modalities, notably in the case 

of face [13] and voice [15]. In some cases the option to use 

the multimodal approach and merge multiple sources to 

recognize emotions can lead to a high degree of accuracy 

[23]. But we cannot always hope that our companion 

robots are capable to react in a timely and sensible manner, 

especially if they haven't be able to recover all the through 

their sensors. Not always are the emotional features that 

the robot must capture provided by different sources from 

the human body at the same time. Maybe, all the 

information collected lacks robustness or, purely and 

simply because the robot lacks the specific sensor to 

extract the emotional feature. We try to solve the problem 

of emotion recognition in humans based only on their more 

common bodily expressions [3]. The method for the 

analysis of emotional behavior is based on direct 

classification from the sum of pixels in two-dimensional 

space images previously processed. Finally we show and 

interpret the recognition rates of our proposal using 

different classification algorithms in Weka [22]. 

 

2.2 Emotion Recognition using Body Pose 
 

Bodily expressions convey important affective 

information, although this modality is relatively neglected 

in the literature as compared to facial expressions and 

speech and has been a major challenge over several years. 

During this quest, several misclassifications over 

interpretations have been found, often due to structure of 

the human body. In order to obtain an accurate emotion the 

use of a multimodal framework between the speech and 

body could replace the wrong data [23], the case of 

degrees of freedom of human body are higher than the face 

alone, and its overall shape varies strongly during 

articulated motion. In machine learning research, recent 

results about object recognition have shown that even for 

highly variable visual stimuli, quite reliable categorical 

decisions can be made from dense low-level visual cues 

[24]. Many researchers have collected lists of stereotypical 

features, see [25], in order to decrypt the emotional bodily 

expressions, whereas others have argued for diverse 

patterns along a number of more abstract dimensions, 

terms like force, speed, energy, directness, etc., [26], [27]. 

Despite the usefulness of these features, based on 

generalities, they tend to focus on dynamic properties of 

bodies, and usually, they fail to make clear predictions 

regarding the bodily poses which may be associated with 

different emotional states, e.g., likely configurations of the 

distribution head, trunk, arms, shoulders and legs in an 

image could be of noticeably grainy appearance and 

difficult to predict. Nonetheless, there exists a variety of 

sources which offer more or less detailed descriptions of 

emotional bodily poses [28], [29], [30].  

 

Facial gestures, kinetic of human body, bodily poses can 

be underlined like clear indicators of emotional states [31], 

some of these indicators are critical in emotional 

recognition from affective states [13]. The body movement 

of humans differs from other emotional indicators like 

speech and face gestures, since it is the only visual 

stimulus that we can perceive and produce with several 

degrees of freedom, with several combinations from all 

members of the human body [32]. The expressive body 

movements are strongly influenced by emotions and 

movement qualities highlighted in [33], [25] and [26]. 

Several experiments with actors that express emotions 

through body posture were analyzed in [34] by using 

photos without tridimensional information, the set of 

photos were decoded using low-level visual data.  Some 

experiments have focused on body posture representation; 

a system can capture different body positions and generate 

a set of features, i.e. distance and angles between shoulder 

and head, etc., [35]. In addition to furthering basic 

understanding of human behavior, work on biological 

movement can reveal how stimuli act as triggers, leading to 

better design of computational models of emotion, 

focusing only of visual analysis of affective body language 

[36]. The human brain can generate empathic connections 

at a social level, for this to be possible, the motion-visual 

neurons are affected biological by bodily motion in many 

visual areas. This may allow a deeper understanding about 

the comprehension of others humans and how emotions are 

keys for empathy [37]. 

 

2.3 Automatic bodily emotion detection based in 

machine learning 
 

The first research in automated emotional bodily 

recognition was reported in [38], this work focused on 

posture analysis through Tekscan’s Body Pressure 

Measurement System (BPMS). The system works in a 

learning environment sensing the temporal transitions of 

posture of children. A neural network provided real-time 

classification of nine static postures with an overall 

accuracy of 87.6 percent. Machine learning algorithms 

were used in order to detect boredom, engagement/flow, 

confusion, frustration, and delight, by kinetics of 

movements of students during a learning task [39]. Two 

sets of features were selected from the pressure maps that 

were automatically computed with the BPMS. The emotion 

detection showed accuracy in emotions like boredom, 

confusion, delight, flow, and frustration from neutral with 

73, 72, 70, 83, and 74 percent, respectively. In [40], [41]  

it was held a real-time analysis of expressive gesture in 
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full-body human movement based on computer vision 

algorithms, were the quantity of motion and contraction 

index of the upper body as well as velocity, acceleration 

and fluidity of limbs and head were measured. The 

Bayesian Network-based classifier achieves a correct 

recognition rate of 61% from four emotions; anger, joy, 

pleasure and sadness. The affective states using 

information of facial expressions and upper-body gestures 

were decrypted in [42]. Expressions like anger, anxiety, 

disgust, happiness and uncertainty are recognized by a 

performance of 90% by using body expressions only and 

with a Bayes network. The kinetics of four emotional states 

was recorded using a 3D motion capture system and with 

these data, several classifiers were tested and trained. 

Neural networks and support vector machines were able to 

achieve a correct recognition rate of 84%, [43]. Similar 

experiments in [44], were developed using the data from 

records of a standard DV camera. The expressive motions 

were distinguishable by a Bayesian Network-based 

classifier at a rate of 90%. The streams of 3D 

measurements were the input data to binary SVM 

classifiers, [45]; the experiments covered the multi-class 

classification of six emotions based on a combination of 

classifiers that used gesture segmentation by kinetic 

energy.  The reason to use SVM classifiers was that the 

descriptors were easily separable. A pattern recognition 

problem was held in [46], the classification used suitable 

features from gestures provided by Kinect sensor. The 

joints from the upper body were coded using the angles 

and positions. The features spaces obtained are classified 

using a number of different classifiers. The average 

classification obtained for binary decision tree, ensemble 

tree, k-NN, SVM with radial basis function kernel and 

neural network classifier with back-propagation learning 

were 76.63%, 90.83%, 86.77%, 87.74% and 89.26% 

respectively. Emotions like disgust, fear, happiness, 

surprise, sadness and anger, anxiety, boredom, puzzlement 

and uncertainty were decrypted from FABO database [47], 

the problem of multi-class classification was solved using a 

SVM with a RBF kernel as multi-class classifier. The 

average accuracy raised by the three-fold cross validation 

was 83.1%. In [48], a Random Forests classifier faced the 

problem of multivariable time series classification of 

extracted features from psychological experiments [25]. 

Features like low-level postural, high-level kinematic and 

geometric were calculated as well as statistical cues. The 

experiments over the real-time expressive gesture 

recognition system achieved an overall recognition rate of 

75.41% (138 correctly classified out of 183). 

 

3. Data and Methods 

3.1 Data set  

 
We developed a controlled study to evaluate whether our 

methodology recognizes the emotions in human poses, for 

this purpose, we used the Xbox 360 Kinect Sensor [49]. In 

order to capture the body postures, we used the Software 

Development Kit (SDK) and the HP Laptop Webcam from 

a HP Envy 17-3077NR. The data was provided by the 

SDK, that’s why, all the data captured in videos are 

focused on the body postures from the virtualized skeleton, 

irrespective of the color of the skin or the individual’s 

dress. We performed six sessions with a group of 44 

individuals in order to capturing a specific emotion; this 

gave way to capture the emotions in six different videos. 

The length was 440 seconds per each emotion, 

approximately, the time per individual in order to express 

the emotion took up 10 seconds, as illustrated in Fig.1.  

 

The six universal emotions disgust, sadness, happiness, 

fear, anger and surprise were captured in six videos with 

duration of 7 minutes and 20 seconds. The individuals 

were randomly chosen, with different ethnic groups, sex 

(20 male and 24 female). During the capture of emotional 

pose, a diverse set of affective pictures were shown to the 

individuals in order to manipulate the stimulus (intensity of 

pleasantness and unpleasantness), [50]. The database was 

constructed following the background used in experiments 

related to whole body expressions, based on movements 

and postures accompanying specific emotions; emotional 

link between posture and emotions [3], several body poses 

have been stimulus materials in experiments based on 

emotions decrypted through emotional-kinetic responses 

from human body [51], [52], the link between the 

emotional expression of whole human body and the neural 

basis [53], autism and normal body perception in patients 

[54], studies of whole body expression using a stimulus set 

[55], the classification of seven basic emotional states 

using a hierarchy of neural detectors to evaluate static 

views of body poses [56]. The reason for capturing data 

from individuals was to acquire knowledge about the 

kinetics of movement related to bodily emotion, the 

collections of images from different poses does give us an 

idea of the associate emotion at the time. For example, 

sadness emotion, depicted in Fig.1, is a group of six 

images captured in different time spaces, it was 

represented with head curves to the left or to the right, the 

shoulders pointing downwards and neck hanging to the left 

or right, supporting the head, waist unbalanced to the left 

and bended on itself, motionless, passive, the head hangs 

on the contracted chest. Anger is depicted with the head of 

the individual bowed down in a left-backward position, the 

legs protruding with the knees forward. Arms folded in 
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anguish with shoulders tilted to the left. Surprise is showed 

with hands pointing forwards, the arms look alert for new 

things and legs flexibly relaxed. Happiness showed the 

lower part of the body pruning downwards with the 

support of the knee pointing forward in an angle. The 

hands flying upwards, while the shoulders gutting higher to 

release relief into the face. Disgust showed postures as if to 

push away or to guard oneself, arms positioned and 

pressed close to the sides, shoulders raised as when horror 

is experienced. In fear, the arms are thrown wildly over the 

head. All the body shrinks, the arms are protruded as if to 

push away something, raising both shoulders with the bent 

arms pressed closely against sides or chest. The bodily 

emotion detection loop starts with the input of a matrix 

addition, from six different stages of emotion captured in 

the video. The images pass through a series of phases, 

turning it into a new matrix addition of new image with the 

new size of 40 x 30 pixels (that could be named matrix-

knowledge). The matrix-knowledge is prepared to the 

analysis in a classifier, in which the sum of the images 

represents the knowledge of kinetics behavior of an 

emotional pose, as illustrated in Fig.2. The set of images 

are matrices converted to the same dimensions that pass 

through a series of phases. In order to resize the set of 

images, we used the Nearest Neighbor Interpolation 

method per image, because it is very simple and requires 

less computation, using the nearest neighbor’s pixel to fill 

interpolated point. For each individual image a new value 

is calculated from a neighborhood of samples and replaces 

these values in the minimized image; this technique is 

applied to all the images in the dataset. The matrix-

knowledge is the addition of six matrices per individual; all 

of these matrices are composed by pixels of images 

captured from the video. The matrix-knowledge are 

composed of nxm real elements such that matrix-

knowledge ϵ R 
nxm 

, in this case the real values for n and m 

are 40 x 30 pixels respectively as stated earlier.  Each 

position of the matrix-knowledge will become a feature. 

We clarify that the matrix-knowledge is converted to a row 

vector of features, whereby each position is a feature, in 

which the total amount of features will be 1200. The 

matrix-knowledge and the vector-knowledge are given by 

Eq.1 and Eq.2. 

                                  

 

 

 

                                                                                 (1) 

 

 

 

 

 

 

                                  

                                                                                         (2) 

 

 

 

Fig. 1 Sensing of data   

 

 
 

Fig. 2 Matrix-knowledge: matrix addition of a new image 

 

 

3.2 Classifiers 
 

Support Vector Machine (SVM) is a classification 

algorithm that offers a robust classification to very large 

number of variables and small samples. Its origins were in 

statistical learning theory [57]. The SVM can learn both 

simple and highly complex classification models, applying 

sophisticated mathematical principles to avoid overfitting. 

The SVM can be divided into linear and nonlinear the 

latter being obtained by the introduction of kernel.  
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The most widely used being the polynomial and Radial 

Basis Function (RBF), as shown in Eq. 3 and Eq. 4 

respectively. 

 

 

                                                                                 (3) 

                                                                                         (4) 

                                                                                         

Artificial Neural Network (ANN) is a mathematical model 

classified within connectionist techniques. The ANN tries 

to replicate the neural processing functions of true neural 

networks, where neurons set in layers process information. 

It can be described as a graph of an interconnected group 

of artificial neurons, with information in the weighs of the 

arcs that connect the neurons. The topology of an ANN 

divided the algorithm in two groups: feed-forward and 

recurrent neural network. The FF networks are supported 

over a directed acyclic graph, while RR networks have 

cycles. The Multilayer Perceptron is one of the 

feedforward algorithms most used, which has a supervised 

learning algorithm called backpropagation [58]. The 

learning process involves two steps, the first being a 

forward processing of input data by the neurons that 

produces a forecasted output, the other imply the 

adjustment of weights within the neuron layers, in order to 

minimize the errors of the forecasted solution compared 

with the correct output. 

 

Decision tree is another classification model relatively fast 

compared to other models; it sometimes obtains similar or 

better accuracy facing others. The algorithm makes simple 

classification rules that are easy to understand, which 

represents the information in a tree based in a set of 

features. The classic decision tree is named ID3 based on 

growing and pruning [59], although C45 is other top–down 

decision trees inducers for continuous values [60].  

 

k Nearest Neighbors (kNN) is one of the simplest of 

classification algorithms available for supervised learning. 

The algorithm classifies unlabeled examples based on their 

similarity with examples in the training set. It is a lazy 

learning method that searches the closest match of the test 

data in feature space. The most widely used is based on 

Euclidean metric [61].  

 

The naive Bayes classifier is a supervised learning method 

as well as a statistical method for classification [62]. The 

probabilistic classifier is based on the well-known Bayes 

theorem with strong assumptions; it allows us to capture 

uncertainty about the model in a principled way by 

determining probabilities of the outputs. One of the 

advantages is the robustness to noise in input data. The 

classifier assumes that the presence (or absence) of a 

particular feature of a class is unrelated to the presence (or 

absence) of any other feature, given the class variable.  

 

A Bayesian Network (bayesNet) [63] is a graphical model 

(GMs) for probabilistic relationships among a set of 

variables, they are used to represent knowledge the 

uncertainty. In particular, each node in the graph represents 

a random variable, while the edges between the nodes 

represent probabilistic dependencies among the 

corresponding random variables. The random variables are 

represented by nodes in the graph, and for each node there 

is a probability table specifying the conditional distribution 

of the variable given (any possible combination of) the 

values of its predecessors in the graph. These conditional 

dependencies in the graph are generally calculated by 

using known statistical and computational methods. 

 

3.3 Performance measures 
 

Machine learning techniques have several measures in 

order to evaluate the performance of classifiers, which are 

principally focused in handling two-class problems. Are 

more common the classification tasks with more than two 

classes such as the problem in this research, in which the 

common measures are around six classes formed by six 

universal emotions.  

 

Most of the measures to evaluate binary problems could 

also apply to multi-class problem. In a problem with m 

classes, the performance of classifiers can be assessed 

based on an mxm confusion matrix.  The groups of rows 

that describe the matrix represent the actual classes, while 

the columns are the predicted classes. For example, the 

accuracy is the percentage of correctly classified cases of 

the dataset. Based on the confusion matrix, the accuracy 

can be computed as a sum of the main values from the 

diagonal of the matrix, which represents the correctly 

classified cases divided by the total number of instances in 

the dataset (Eq. 5). 

 

 

                                                                                         (5) 

 

 

where         represents the elements in the row   and  

column      of the confusion matrix. 

 

Some measures like accuracy do not represent the reality 

of the number of cases correctly classified per each class. 

In order to make a deeper analysis, the measure of recall 
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has been calculated for each class. Recall provides the 

percentage of correctness of classification into each class. 

Eq. 1 represents the recall for class     (Eq.  6) [64]. 

 

 

                                                                                         (6) 

 

                                       

For the validation stage, a k-fold cross-validation (k = 10) 

was employed. The goal of this technique is to assess how 

the model could generalize to an unknown dataset. The 

dataset is randomly divided into k equal sizes parts or 

folds; one fold is used as validation set and the remaining 

k-1 folds as the training set. The process is repeated k 

times using a different fold as a validation set, this process 

continues until each fold can used once as validation test. 

Then, the k results obtained by folds can be averaged to a 

single result. The advantage of 10-fold cross-validation is 

that all examples of the database are used for both, training 

and testing stages [65].   

4. Discussion and Results 

With the purpose of choosing the best classification for 

bodily emotional states, six classifiers were tested: 

Decision tree (J48), Bayes Net (BN), Naive Bayes (NB), 

Multilayer Perceptron (MLP) and Support Vector Machine 

(SVM), the last of these with three kernels: linear, 

polynomial of degree 2 and RBF. First and foremost, the 

performances of the classifiers selected were validated 

using 10-fold cross-validation. The accuracy and the recall 

results were compared.  

 

As you can see in Fig. 3, the accuracy results raised per 

each classifier show us that the highest performance 

corresponds to SVM with a linear kernel, which achieves 

the accuracy of 91.6%. The percentage of most relevant 

results per emotion positively classified (recall) is depicted 

in Fig. 4. Emotions like "anger" and "surprise" have 

achieved the best results using a SVM with linear kernel. 

Classifiers like BayesNet and Naive Bayes achieved 100% 

of accuracy in the emotion "sad". The emotion "happiness" 

using the BayesNet has achieved the maximum percentage 

in emotion recognition. In case of the multilayer 

perceptron (MLP), the emotion "disgust" gathered the best 

results; similarly, the emotion "fearful" has collected the 

best results with all the group of SVM and MLP previously 

trained. The average of the results provided by the SVM 

with linear kernel, SVM with polynomial kernel and MLP 

have reached a successful of 91.6%, 90.9% and 90.5% 

respectively. The performances of these methods have not 

shown significantly differences, but at computational cost 

level, SVM with linear kernel has less training time. We 

can highlight that one of the main current challenges in 

robotics is to develop feasible models in inexpensive 

platforms, with its entailed computational limitations. 

 

 
 

Fig. 3 Accuracy 

 

 
 

Fig. 4 Recall 

 

The second analysis is related to the number of images 

used to construct the matrix-knowledge, in order to 

describe each case in the database. As previously described, 

six images were used to build the matrix-knowledge. We 

decided to use six images after several experiments with 

trial and error, the percentage of correctly classified 

instances of more than six images was invariant, just a 

slight difference over decimals. This difference is partially 

explained if the classifier made one or two 

misclassifications, but this is not a big difference. But from 

the computational standpoint, it would imply less data to 
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process for robot memory. Fig. 5 shows the accuracy of 

images in the range of 1 to 8. Fig. 6 shows the recall per 

each emotion, using a different numbers of images in the 

range of 1 to 6. 

 

 

 
 

Fig. 5 Accuracy  

 

 

Grade increments in accuracy and recall due to more 

images are expected, in this case, the number of images 

could provide more information to make a prediction.  For 

all the six cases of any emotion it can be shown that the 

same increase of yield has been the best performance with 

six images.  

 

 

 
 

Fig. 6 Recall 

 

 

We can point out that the emotion "sadness” has raised a 

good percentage of classification since two images, ahead 

of the rest of emotions, which have more misclassifications. 

By increasing the number of images the percentage of the 

emotion "sadness" is sacrificed to increase the 

classification of the other emotions. The percentage of 

recall is balanced to increasing the number of images as 

illustrated in Fig. 6.  
Table 1: confusion matrix 

 

 
 

 

As mentioned before, the total rate of correct recognitions 

over all emotions was 91.6% related with the confusion 

matrix given in Table 1. Some emotions are perfectly 

classified, while others are simply confused with others. 

The body language of disgust and anger are most likely to 

be confused. Some individuals often express both anger 

and disgust facing the same situation; these two emotions 

seem to be mixed up with fear. If the individuals express 

any emotion mixed with sadness it is most probable that 

the result is disgust, anger, or fear [66]. The body 

expression in anger and disgust shows similarities [67], 

e.g., the arms are protruded near to the chest, in case of 

anger the position is related to a tentative of fight with 

closed fists, whereas in disgust, the arms are protruded 

showing a pushing action, these similarities make a 

misclassification between disgust and anger. The same 

case is observed between happiness and surprise [68], they 

have demonstrated three cases of overlap, due to some 

similarities in upright position from the body and the arms 

are raised to the sides with forearms straight. 

4. Conclusions 

The results of this research have clearly showed link 

between nonverbal bodily behavior and the emotional 

content. We showed that the emotional triggers 

systematically affect the patterning of human body poses. 

The information conveyed by the body modality contains 

large amounts of emotional data, compared to what has 

been assumed until now. The results suggest that there may 

be few emotion specific prototypical patterns of body 

postures in humans clearly visible and identifiable. We 

compared the performance of different classifiers in order 

to select the best result to predict the emotion, based on 

images that represent bodily poses. The results show that 

SVM with linear kernel outperforms all the remaining 

classifiers achieving 91.6% of the accuracy and a range 

between 86.4 and 97.7 of recall. The features used to 

describe each case are based on a matrix as the result of 
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combine the pixels matrices of different images. We show 

that six images can be enough to predict the emotion 

achieving a high performance and saving memory, thinking 

about an inexpensive robotic platform. Taking into account 

that the model could be applied to a low-cost robotic 

platform that could make decisions with a sufficient 

computation power and sensing [19], we suggest the use of 

SVM because of their flexibility, computational efficiency 

and capacity to handle high dimensional data. The costs 

directly affects the technology acceptability, thus 

innovation by using cheaper computer systems, sensors 

and compute capabilities, are relevant and should be taken 

into account in the implementation of robotic systems.   

 

Human emotions could be adaptive responses in certain 

situations or maladaptive in others, would be important 

define the characteristics of emotionally intelligent of 

machines with respect to an individual and a social 

environment. The individual component could be how 

machines rely on their own emotional reactions as a source 

of information for the task at hand. The emotional 

component regarding how machines may handle 

information detected from individuals to adjust their social 

behavior. These two characteristics are tightly bound 

because they are depending directly of the data provided 

by diverse emotional human sources, and we must clarify 

that not always machines could acquire the emotional 

information from all sources. 

 

One potential use of the proposed system is in a context of 

multi-modal communication to assist the societal 

participation of persons deprived of conventional modes of 

communication, e.g., in order to enhance the interaction 

with deaf people, bearing in mind that in this scenario, the 

robot cannot handle the audio source. 
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