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Abstract
Information Extraction (IE) is concerned with finding of specific
facts from collections of vast unstructured texts found in the web
and in large documents. The Named Entity Recognition (NER)
is a sub-problem of the Information Extraction (IE). The recent
research in information extraction are growing and also there are
interests in the Named Entity Recognition (NER) which helps in
extracting the desired information from massive texts and hence
extracting entities is an important task in the Natural Language
Processing (NLP).
The Arabic Language needs to perform more researches in
information extraction domain and hence we introduce this
research. The experiment is concerned with extraction entities
and entities relation extraction from the Arabic text. We used in
our experiment text from Arabic news in Egyptian Arabic
newswire. The paper introduced a method for extracting
numerous unknowns using entity and entities relation from
Arabic Corpus that is generated from Egyptian Arabic newswire
to extract Information using the Named Entities and Entities
Relation in Arabic language. The experiment contained nearly
625368 entries; the number of sentences was 36423 and the
selecting sample was about 3400 sentences representing the
crimes news. In the results we obtained some information that is
considered a tool for a decision-maker in analyzing the text.
Keywords: Information Extraction (IE), Natural Language
Processing (NLP), Named Entities Recognition (NER), Corpus,
Gazetteers.

1. Introduction

The World Wide Web (WWW) contains Arabic texts and
Arabic news for over than 300 million people who
exchange information and knowledge which reflect the
real-world, wherever the texts news include entities and
un-known hidden relations between entities [1][2][3][4].
Recognizing the relations between entities is among the
important tasks on the Web such as Information Retrieval
(IR), Information Extraction (IE).

Information Extraction (IE) is the process of identifying
and recognizing within text instances of special classes of
entities and of predictions involving these entities [4][5].
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One main objective of the Information Extraction (IE) is
helping users to rapidly identify relations from massive
texts. These relations can be represented in pair entities or
set of entities. The Message Understanding Conferences
MUC-7, define the following three types of relations
between pair of entities: Person-employer, maker-product,
and organization-location [8].

The Arabic Named Entities Recognition suffers in tasks as
collecting huge Arabic corpora, gazetteers and so on.
Therefore, Arabic named entities recognition researches
try continuously to develop and improve named entities
recognition in the Arabic language [6].

The Named Entity Recognition (NER) is the task of
locating and classifying names in text [10], and is
concerned with finding relations between entities [7][8]. In
this research we assumed that the entity extraction and the
entities relation extraction are not enough for extracting
minimum information of massive un-structured Arabic text.

2. Motivation

Currently, the Arab World has many resources as
newspapers, electronic newspapers, radio, television and
satellite for exchanging information. But unfortunately
news may be interpreted in an unfair way without analysis
using statistics and for that reason we introduce this paper
concerning how to extract information automatically from
Arabic text news through the use of the Named Entry
Recognition (NER).

3. Named Entities

The Named Entities is a sub-task of Information Extraction
(IE) where previous researches in this field has focused on
seeking for entities, entities as proper names, locations,
organizations, vehicles, books, cats, biomedical entities as
gene, organisms, malignancies, chemicals, expressions of
emails, time, quantities, monetary values, percentages,
measure, abbreviation and relations among entities as
person name and organization.
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A Named Entity is a piece of text string which refers to an
Entity [8][9]. Let N& be the set of Named Entities in the
text; Nst be the set of all named entities of type t; Let T

be a bag of named-entity types; let 2 be the set of all
named entities relation where:

N3=N3t1U Nétz.....U Nstn

c
= _ntET Ngt

This paper represents the types of NER and locations and
drugs and the relation between both locations and drugs.

R ENE

location Drugs

4. Building Corpus

The corpus is consisted of set news of Al-youm? journal
that is for our experiment. The following steps were
utilized for constructing: Corpus, data resources, pre-
processing Arabic news.

4.1. Data Resources

Constructing the corpus was from the Arabic news where
the text was collected using a crawler program. In the
research, we chose the newswire web pages of Al-youm?7
in the address http://www.youm?7.com, September 2012.

4.2 Pre-Processing Data

We selected the incidents news to experiment so that we
picked the concerning news with incidents news. For
obtaining pure text to build Arabic corpus which passed
with the following four phases: The first phase is removing
the unwanted texts, images and signs... and so on. The
second phase is separating and splitting the text into
heterogeneous segments to be easily-handled and helping
for processing Arabic text. Table (1) shows the division
and organization the data into the following four portions
where the first segment expresses the index of news; the
second segment is the headline news; the third segment is
the date-time of news and the fourth segment includes the

news details.
Table 1: Example of News Organized into Heterogeneous Portions

- . Ayl oel A pae cul
361:439233: e R

2 daddl A5 2012 sadiss | pally Ay all cldlladl
' WL, | 18:36- | i) oo, clagd oy

' Uaid g dlaall ey

dSs el mall 8

Sl G el o5 Al

Al 4 Ble pus | 28 dxaall | Jah diag) gadar agidl

3 | 4ins) onhy Ald | 2012 swine | Lhbial abi 4 a8 dass
Alsally A€ JAh 18:18 - Ac g ccnligadl) dad e

Jss daluddl clyjas

il gl

5. The Experiment

In our experiment, we are interested to extract Named
Entities (NE) types of location entity type and drugs entity
type but on other hand we are interested in extracting the
relation among location entity type and drugs entity type
which serves the idea of Information Extraction (IE).
During the experiment, headline news contained small and
complete shortcut news, and we decided to add semantic
annotation to clear the types of entities and therefore we
annotated the Arabic text such as location, drugs and
weight.., and so on. Table (2) contains examples of Tag

Set.
Table2: Examples of Named Entities Tagset

NE Tag Meaning Example
i ) gl
<LOC> Loca'Flon Ol sul<LOC>
Entity adl< LOC >
Drugs Entity <) )23.<DRG>
<DRG> Jsll i <DRG>
<WGH> | Weight Entity ’:f:\‘/’vvgg:

1D Headline News Date-Time of news Details of the news
Gl Giale Bln (S
S hapsn e Ap
G ipS SlS laa | | Rl Ml e 5 S
Ltie iyl ~ | e dae il dalall
o) s 08 aoian | 2012 et D0 cllas ol
by pseanll [ 183l L
ey LSy Lkl
seanll
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Extraction Entity: We added a tag next to every different
locations, drugs, and weights for extract entries.

Extraction Relation: The system can extract two or three
entities which appeared regardless whether there are
relations between entities or not.

6. Experimental Results

The system extracted entities of location, drugs, weight
and indicated whether there are relations between entities
in the news text. Table (3) shows examples of tag set in the
Arabic text.

We calculated the frequency named entities and entity
relations that were extracted from the Arabic news text.
The system is the extracted locations entities. We obtained
around 58 different locations entities as shown in Table (2)
so that set threshold 3% to accept the location entity, with
applied the threshold we obtained the results of 12
different locations as shown in Figure (1).
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Table 2: The Locations Entities Tagset Extraction from the Crime News

116

D Location Entity Frequency (%)
40 <Loc>idielawVly 0.18%
41 <Loc>h sy 5.51%
42 <Loc>) b 2.39%
43 <Loc>s el sy 0.18%
44 <Loc>4 il 0.37%
45 <Loc>eliliall 0.18%
46 <Loc>z sl 0.18%
47 <Loc>s_alll 5.15%
48 <Loc>uiall 1.84%
49 <Loc>_uilall 2.02%
50 <Loc>3: 10.11%
51 <Loc>usall 3.31%
52 <Loc>iledall 0.92%
53 <Loc>Azl sall 0.55%
54 <Loc>s ) 3.49%
55 <Loc>(ssd ) 1.47%
56 <Loc>s_yll 4.23%
57 <Loc>ilielawy) 7.72%
58 <Loc>dy usuy) 5.70%
12%

X

glo%

§ 8%

L o%

3

:2: 2%

.
o
[ v

c a Ry J

Location NE

1D Location Entity Frequency (%)
1 <Loc>e sp Aal 0.18%
2 <Loc>sl gl 5 0.18%
3 <Loc>gmill i< 3.49%
4 <Loc>l# 2.94%
5 <Loc>Uaik 2.02%
6 <Loc>gill a 0.18%
7 <Loc>zla su 3.13%
8 <Loc>z) 0.74%
9 <Loc> deni ila 0.74%
10 <Loc>lein 0.18%
11 <Loc>awmu 5 1.29%
12 <Loc>g s ke 0.37%
13 <Loc> et 0.92%
14 <Loc>uanb 0.55%
15 <Loc>onda 0.18%
16 <Loc>slinn 0.92%
17 <LoC>2 shans 0.74%
18 <Loc>u n 0.37%
19 <Loc>G3smn 0.18%
20 <Loc>o sl 1.10%
21 <Loc>lasy 0.37%
22 <Loc>8Y su 0.55%
23 <Loc>eay s (Sin 1.47%
24 <Loc>() s 0.55%
25 <Loc>is slb 1.10%
26 <Loc>s ) saialy 1.10%
27 <Loc>Luall 4.04%
28 <Loc>i skl 0.37%
29 <Loc>alaally 2.39%
30 <Loc>4n sl 2.39%
31 <Loc>a sl 1.29%
32 <Loc>dy Al 3.13%
33 <Loc>hball 0.55%
34 <Locsgsdlly 0.18%
35 <Loc>isiall 0.55%
36 <Loc>s jall 0.18%
37 <Loc>¢ily 0.18%
38 <Loc>(silenlly 0.37%
39 <Loc> =iVl 1.65%

Figure 1: Information Extraction for Locations Threshold
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40% Drugs
® 35y Location
s ° <DRG>_utia (s 8/ <DRG>(sduds <DRG>saily | <DRG>cwssm
S 30% -
Q <Loc> <y slilly 4.35% 16.67%
g_ 25%
g 20% | <Loc>s il 4.35%
3 1% <Loc> il 4.35%
8 10% -
& <LoC>5 ) puaialls 4.35%
S 5% -

0% | <Loc>L# 4.35%

<DRG> U=l il <DRG>_z 5 4 <DRG> sl <DRG>_fsda
54 Total 100.00% 100.00% 100.00% 100.00%
Drugs NE
Figure 2: Drugs NE 7 Summary

Building a system for extracting entities for helping in
Information Extraction (IE) which is summarized into the
following two steps: The First Step deals with news by
annotated text which indicated the entities targets. The
Second Step is to split the text into segments on news
sentences as shown in the next context news. In each

6.1. Relation Extraction

Relation Extraction means finding relations among entities
in text, the idea of entities relations extraction introduced
in MUC-7, 1998[11] for example the relation extraction

person and company. The relations have been studied
starting from Year 2002 covering the ACE evaluations.
In our experiment, we obtained the results of the relation

between drugs and location as shown in Table (3).

Table 3: The Relation Extraction locations Entities and Drug Entities

) Drugs
Location
<DRG>_utis (i sl <DRG>sdudda <DRG> sty <DRG>crom
<Loc>4delewy | 13.04% 10.53% 4.55% 16.67%
<LOC> 4 siaus 4.35% - 9.09% -
<LoC>guil 58 - - 27.27% -
<Loc> i v/ - - 4.55% 16.67%
<Loc>3 0Ll 21.74% 5.26% 4.55% 16.67%
<Loc> L il - 15.79% 18.18% 16.67%
<Loc>zle s - 10.53% 4.55% -
<Loc>4w ils 4.35% 5.26% 13.64% 16.67%
<Loc> Luia// - - 4.55% -
<LoC>(pmay - - 9.09% -
<Loc>gsbe - 5.26% - -
<Loc>é ! - 10.53% - -
<LOC> s guad/ - 5.26% - -
<Loc>y/suls 4.35% 15.79% - -
<LOC> _mai¥ls - 5.26% - -
<Loc>L sl 13.04% 5.26% - -
<Loc>4 jaisuy 4.35% 5.26% - -
<Loc> L/l 8.70% - - -
<o> ok 4.35% - - -
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sentence is split words into candidate instances.

If there are candidate instances of intended entities so the
system is extracted entities. For extracting the relations, we
decided to extract entities as location and drugs or more
and therefore we added a tag set into the text to extract
other entities from the text.

In our experiment, the system is searching for two or more
candidate instances, if the candidate instances are intended
entities so the system is extracted entities as relation
entities. See Figure (3).

ContextNewsl_n :Sl, 82, 53 .......... R
sentence, Sn is the last sentence.

Shy where Sl is first

ContextSentencel_n =Wy, Wy, Wg, ......... s Wp where

Wl is the first word in sentence, Wn is the last word in
sentence.

Filtering the entity type which have the desired Tag set and
extracting it from each sentence; and filtering the entities
relation extract the whole entities types which have the
desired Tag set from each sentence.
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[10] D. Downey, M. Broadhead, and O. Etzioni, “Locating
Complex Named Entities in Web Text,” 1996.

[11]A. Ekbal and S. Bandyopadhyay, “Named Entity
Recognition using Support Vector Machine : A Language

| Independent Approach,” pp. 155-170, 2010.

Crawling

‘

Pre-processing

Select News Crimes

Select shortcut news

et u W

Figure 3: Steps of Extracting NE, NE Relation

8. Conclusions

In this paper, we presented the Information Extracting
through using Named Entity Recognition (NER). The
extraction of information depends on annotating the target
entities which supports the extracted hidden information
and extract information automatically from the massive
Arabic text which helps the decision-maker.
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