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Abstract 

It has been reported that the Singular Values in the S matrix of 

the Singular Value Decomposition (SVD) is unique. This allows 

a reduction in the amount of processing needed to recognize the 

images by identifying the images based on a few unique values 

instead of comparing all of the image values.  

SVD is a method that transforms matrix A into product USVT 

where U and V transpose as the orthogonal matrices and S is the 

diagonal matrix and allows the refactoring of a digital image into 

three matrices. Using the Singular Values of such refactoring 

allows representation of the image with a smaller set of values to 

preserve useful features of the original image. The need to find 

more effective techniques to recognize images using the least 

resources possible by finding distinguished unique values is 

always required because of available resource limitations.  

In this paper, the uniqueness of the Singular Values is 

investigated when applied in image recognition. The study 

includes applying the SVD on gray images, and of those, mainly 

on two types of images known as identical and distorted images. 

The distortions on the images include noise, scaling the images 

by half and rotating the by 45°. 

Keywords: Singular Value Decomposition (SVD), Singular 

Values, Euclidean Distance.

1. Introduction

The resources needed to process thousands of images are 

exponentially huge, so the need to find a technique that 

recognizes images based on distinguished unique values becomes 

a necessity. Using only few unique values can reduce the number 

of comparisons from thousands of values to merely a few values. 

This reduction will also reduce the needed resources to recognize 

the images. SVD is a method that transforms matrix A into the 

product of three matrices, where A is a matrix with the size of 

mxn. the matrix A equals the product of Umxm matrix and   Smxn 

martix and the VT matrix. Which allows the refactoring of a 

digital image into three matrices where U and V transpose as the 

orthogonal matrices and S is the diagonal matrix. [1] Using the 

Singular Values of such refactoring allows the representation of 

the image with a smaller set of values and the preservation of 

useful features of the original image. SVD is an attractive 

algebraic transformation in image processing because of its 

limitless advantages such as maximum energy packing (usually 

used in compression), the ability to manipulate the image in base 

of two distinctive subspaces data and noise subspaces (usually 

used in noise filtering and watermarking applications). Also it is 

usually used in the solving of the least squares problem, 

computing pseudo- inverse of a matrix and multivariate analysis. 

SVD is a robust and reliable orthogonal matrix decomposition 

method due to its conceptual and stability motives becoming 

more and more popular in signal processing area. SVD has the 

ability to adapt to the variations in the local statistics of an image. 

[2] 

In this paper, the Singular Values uniqueness, effectiveness and 

the minimal number of values needed to recognize the identical 

and distorted images are investigated. The study mainly relies on 

verifying and to what distinction the Singular Values can 

recognize images by applying SVD on gray images to test its 

capability and the studied types of distortions used are Gaussian 

noise, Salt and Pepper noise, half-size, and a rotation of 45°. 

2. Overview of SVD

SVD is a linear algebra that transforms matrix A to produce 

USVT matrices that allow the factoring of the digital image. 

Figure 1 (“Factoring A to USVT”) illustrates the factorization of 

matrix A into three matrices: [1] 
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Fig 1 Factoring A to USVT. 

 

The SVD theorem states that: [1] 

 

                                                                          ( 1 ) 

                                                            ( 2 ) 

 

U Matrix is an m × m orthogonal matrix, the Column vectors ui, 

for i = 1, 2, …, m, form an orthonormal set: [1] 

                                           ( 3 ) 

                                                                                 ( 4 ) 

 

V matrix is an n × n orthogonal matrix, column vectors vi for i = 

1, 2, …, n, form an orthonormal set: [1] 

                                           ( 5 ) 

                                                                               ( 6 ) 

 

S is an m × n diagonal matrix with Singular Values (S) on the 

diagonal: [1] 

 
Fig 2 Matrix S. 

 

For i = 1, 2, …, n, ϭi are called Singular Values (SV) of matrix 

A. The vi ’s and ui ’s are called right and left singular-vectors of 

A: [1] 

  ( 7 ) 

 

2.1 Properties of SVD 

 
There are many properties and attributes of SVD. Here part of 

the properties is presented [1]: 

 The Singular Values on the diagonal of S matrix are 

unique; however, matrices U and V are not unique. 

 Matrix A rank equals the nonzero Singular Values 

number. 

 Since AT A = VST SVT, so V diagonalizes AT A, it 

follows that the vj s are the eigenvector of AT A. 

 Since AAT =USST U T, it follows that U diagonalizes 

AAT and that the ui ’s are the eigenvectors of AAT. 

 If A has rank of r then vj, vj, …, vr form an orthonormal 

basis for range space of AT, 

R(AT), and uj, uj, …, ur form an orthonormal basis for 

range space A, R(A).  

2.2 Objective of the Project 

 
During the last few years, processing thousands of images has 

required an enormous amount of resources and making 

comparisons has also become a challenge in a huge dataset. This 

can be solved by finding more effective techniques to recognize 

images using distinguished unique values. SVD is a robust and 

reliable orthogonal matrix decomposition method due to its 

conceptual and stability motives becoming more and more 

popular in the signal processing area. SVD has the ability to 

adapt to the variations in the local statistics of an image and its 

properties. One of the properties is the uniqueness of the 

Singular Values in the S matrix which allows for reduction in the 

amount of processing needed to recognize the images by 

identifying the images based on a few unique values instead of 

comparing all of the image values. 

3. Proposed work 

The Singular Values uniqueness, effectiveness and the minimal 

number of values needed to recognize the images are 

investigated. The paper includes applying the singular value 

decomposition (SVD) on gray identical and distorted images. 

The distortions on the images include noise, scaling the images 

by half, and a rotation of 45°. 

 

It has been reported that the Singular Values in the S matrix of 

the SVDs are unique, and based on that, we extracted and stored 

the Singular Values for each image. Then in order to extract the 

perfect match image (identical image / nearest image) we 

calculated the Euclidean Distance between the original image 

and (the original dataset’s images and the distorted dataset’s 

images). Each dataset used in this research included the original 

images dataset and the distorted images dataset. We added the 

distortions on all of the images included on the original dataset to 

create the distorted images datasets. The distorted images 

datasets include a Salt and Pepper noised dataset, a Gaussian 

noised dataset, a 45° rotated dataset, and half-sized dataset.  

 

3.1 Datasets 

 
In this study, we used three datasets: The Africans Dataset [3], 

the Airplanes Dataset [3] and the Shapes Dataset [4].  
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The first one is the Africans Dataset. This data set was used in 

statistical moments based on noise classification using feed-

forward, backward-propagation neural network research [3]. This 

dataset contains 1000 original images, and 4000 distorted images 

were created from the original images by adding Salt and Pepper 

noise, Gaussian noise, 45° rotation, and half-size scaling. 

 

The second Dataset is the Airplane Dataset which contains 800 

original images. 3200 distorted images from the original images 

by adding Salt and Pepper noise, Gaussian noise, 45° rotation 

and, half-size scaling were created. 

 

The third Dataset is the Shapes Dataset. This dataset contains 

799 original images. 3196 distorted images from the original 

images by adding Salt and Pepper noise, Gaussian noise, 45° 

rotation, and half-size scaling were created. 

 

3.2 Steps to conduct image recognition using SVD 

 
In this study, the uniqueness of the Singular Values when applied 

in image recognition is investigated. also the effectiveness and 

the minimal number of values needed to recognize the images are 

investigated as well. It has been reported that the Singular Values 

in the S matrix of the SVDs are unique. These unique values can 

reduce the number of comparisons from thousands of values to 

just a few values. The significant improvement is shown when 

reducing the number of comparisons, and the needed resources 

are also reduced. Below, Figure 3 (“Used methodology”) shows 

the different stages carried out in this research: 

Store Singular Values for each 
image

Calculate and compare the 
calculated Euclidean Distance 

(image Singular Value) with the 
other images

Image (Original and Distorted)

Calculate SVD Value

Extract the perfect match 
(identical)/nearest image 

Extract Singular Values for Images

Fig 3 Used methodology. 

 

1) Calculate SVD for Image, SVD transforms matrix A into 

product USVT where U and V are orthogonal matrices and S 

is a diagonal matrix. The Singular Values are on the diagonal 

in the S matrix.  

2) Extract Singular Values for each image from the diagonal of 

the S matrix. 

3) Store Singular Values for each image. 

4) To extract the perfect match image/nearest image we calculate 

the Euclidean Distance between the original image and (the 

original dataset’s images and the distorted dataset’s images). 

5) Compare the calculated Euclidean Distance with the other 

images. 

6) Extract the perfect match/nearest image by finding the lowest 

Euclidean Distance value for the image and its 

identical/nearest image. 

4. Experimental results 

Table 1 illustrates the result’s summary for the three datasets. 

The datasets are the Africans dataset, the Airplanes dataset and 

the Shapes dataset.  

The recognition rate for each result are calculated based on the 

percentage of the number of the recognized images to the total 

number of images in the dataset. Eq. (8) illustrates the used 

equation Where X is the number of the recognized images and Y 

is the total number of the images in the dataset: 

 

                                     ( 8 ) 

 

All identical images are successfully recognized with a 100% 

recognition rate on all three datasets using only one Singular 

Value. This result is attained due to the fact that the Singular 

Values of the SVDs are unique. By only relying on one Singular 

Value the images can be matched.  

 

Gaussian noised images show extreme differences. The results 

are 95.7%, 59.5 and 39.8% for the Africans dataset, the 

Airplanes dataset and the Shapes dataset, respectively. The 

difference in the results is because Gaussian noise makes major 

changes on the values of the image’s matrix. Because Gaussian 

noise effects each pixel in the original image generating the noisy 

image with snowy appearance. This means that each pixel in the 

noisy image is the sum of the pixel value in the original image 

with a random Gaussian distributed noise value. which makes 

major changes on the images' values. 

 

Salt and Pepper images result are consistent with (79.7%, 70% 

and 63.95%), respectively. Salt-and-pepper noise is a noise that 

presents itself as sparsely occurring white and black pixels. The 

consistency in the results is because Salt and Pepper noise makes 

relatively fewer changes to the values of the image’s matrix than 

Gaussian noise. 

 

As for the 45° rotated images and the scaled images, the 

recognition rates are extremely low. The recognition rate’s 

achieved value is between 0.1% and 3.1%. The difference in the 
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results is because rotation changes the coordinates for the pixels 

which changes the image matrix. Also Scaling changes, the 

location and the values of the image’s matrix because it changes 

the size of the image and the value of the pixels. 

 

Table 1. Results summary 

                          
Dataset 

 
Result 

Africans 
Dataset 

(Recognition 
Rate) 

Airplanes 
Dateset 

(Recognition 
Rate) 

Shapes 
Dataset 

(Recognition 
Rate) 

Identical 
images 

(1 Singular 
Value) 

100% 100% 100% 
(18 extra 
identical 
images 
found) 

Identical 
images 

(2 Singular 
Values) 

- - 
 

100% 
 

Gaussian 
noised 
images 

(15 Singular 
Values) 

95.7% 59.5% 39.8% 

Salt & 
Pepper 
noised 
images 

(12 Singular 
Values) 

79.7% 70% 63.95% 

45° rotated 
images 

(15 Singular 
Values) 

3.1% 0.25% 3.1% 

Scaled 
images 

(15 Singular 
Values) 

0.1% 0.1% 0.13% 

 

5. Conclusion and future work 

5.1 Conclusion 

 
In this study, the uniqueness of the Singular Values when applied 

to image recognition is investigated. Also the effectiveness and 

the minimal number of values needed to recognize the images is 

investigated. 

 

The Singular Values are unique and can be used to recognize 

images. The SVD works best when the images are identical with 

100% recognition rate using only one Singular Value, and does 

not work well on rotation and scaling. Gaussian noised images 

show extreme variance between the dataset’s results. On the 

other hand, Salt and Pepper noised images results are consistent 

between the datasets. 

 

Gaussian noised images results have a high of 95% and a low of 

39% recognition rate. These results are using 15 Singular Values. 

The recognition rate was low for singular values less than 15. As 

for the Salt and Pepper results, they are close with the high of 

79% and the low of 63% recognition rate using 12 Singular 

Values. The recognition rate was low for singular values less 

than 12. The 45° rotated images and the scaled images 

recognition rates are extremely low. The recognition rate’s 

achieved values are between 0.1% and 3.1%.  

 

The Singular Values can be used to recognize identical images 

safely with recognition rate of 100% using just one Singular 

Value while using this technique to recognize noised images 

depends on the application and the accuracy needed. As for the 

rotated and scaled images, SVD can’t be used due to the low 

recognition rate. 

 

5.2 Future Work 

 
This research has investigated the uniqueness of Singular Values 

and its potential to be used to recognize images. also found the 

minimal number of Singular Values to recognize the identical 

and distorted images. 

 

This future work section presents some of the work that needs to 

be done to be able to verify even more on the potentials of using 

the SVD to recognize the images. This can be achieved by testing 

the SVD’s capabilities by using more datasets. Additionally, 

testing this technique on colored images to investigate the 

capabilities of the SVD on recognizing colored images. 
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