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Abstract 

The Imbalanced class problem is a recent challenge in data 
mining. A dataset is said to be imbalance when their 
classification categories are not properly mentioned, and the class 
which has fewer instances as compare to other classes is of more 
interest from the point of view of the learning task. Here we 
study about the various factors that influence the datasets and 
leads to imbalance the dataset like as Features selection, 
classification of imbalance datasets. Here in this paper, we also 

discussed about the various sampling methods utilize for dataset 
balancing and for getting measurable performance. 

Keywords: Imbalanced classification, Preprocessing, 

Feature selection, Cost-sensitive learning, Ensemble 

learning.  

1. Introduction

The Imbalance data learning issues, attends much interest 

from industries, academics & research teams, refer as the 

top most challenging issues in the field of the data mining 

[1], have high attention committed in scientific publication 

[2]. These issues have been observed in several fields like 

as medical diagnosis [3],  detection of fraudulent calls [4], 

risk management [5], text classification [6], modern 
manufacturing plants [7], detection of oil spills from 

satellite images [8], fault diagnosis [9], [10], anomaly 

detection [11], [12], and face recognition [13]. When a 

model prepared with imbalanced data set, it ultimately 

gives its inclination towards class, as the classic learning 

algorithm increased the level of accuracy. Inductive 

classifiers are built to decrease the faults based on training 

instances, At the time of the learning algorithm, can 

overlook classes having less instances [14].  

The various techniques have been generated to control 

such kind of situation, from the general sampling 
adjustment to highly complicated such as modifying the 

algorithm. 

These imbalance errors have gain much focus from the 

fields such as Machine Learning & pattern recognition. 

When the single class is highly advertised as compared to 

the other class based on the majority. This concept is 

mostly required in the real world applications, where it 

becomes expensive for not classifying the examples based 

on the minority class, like as searching of the fraudulent 

telephone calls, diagnosis of rare diseases, information 
retrieval, text categorization and filtering tasks [15].  

The many works have been done to resolve such kind of 

issues, which are being divided into two groups: 

1) To generate efficient algorithm or replace the

existing ones to detect the problem is defined as

internal approaches.

2) Process the data in advance to remove the effect

offered by the class imbalance taken as the

external work process.

The inner work process has some drawback of dealing 

with specific algorithm, on the other hand the external 

work process is separate from the classifier which is being 

used and more adjustable, due to this the CO2RBFN is 

applicable for resolving the errors occurred in imbalanced 

classification [16]. The actual classification of the minority 

class is more crucial as compare to the majority classes, 

for instance, in predicting protein interactions, the numbers 
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of non-interacting proteins are higher as compare to the 

number of interacting proteins. In medical analysis the 

number of disease causes is lesser as compared to non-

diseases cases [17]. 

 

 The figure 1, describes the distribution of majority class, 
minority class and noise samples.  

 

 

 

 

 

 

 

 

 

Fig 1. The data set having a between-class imbalance 

The class imbalance problem exists in a large number of 

domains, some of them are Medical diagnosis, Fraud 

detection, Risk management, Fault diagnosis, detection of 
oil spills and Face recognition. These are some examples 

which suffers most due to a class imbalance problem.  

 

 

 

 

 

 

 

Fig 2. The area which suffers most due to a class imbalance problem 

2. Learning of Imbalance Dataset 

At present the main attention of the class imbalance is on 
the summation of the imbalance class learning based on 

the AL (Active Learning) techniques. The association of 

the latest techniques with the class imbalance learning 

becomes a famous topic in the field of the imbalance class 

learning. Few earlier researches of them are as below:- 

 

The brief description of various CIL (class imbalance 

learning) methods is presented in [18].  

The upcoming part discuss in details about the external & 

internal imbalance learning method. The external methods 

separate from the algorithm which is being used. Also 

have the dataset to cover them before the classifiers. 

Various re-sampling methods, like as random & focused 

oversampling and under-sampling, comes with this stream. 
Here in random under-sampling all the majority–class is 

vanished in a random manner till it’s doesn’t meet a 

specific class [19]. In case of oversampling, all the 

minority-class randomly generates the copies, till a class 

ratio doesn’t meet [18].  

                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                            

In [22] the author has introduced various techniques 

depend on the k-means clustering & genetic algorithm. 

These algorithms deal with 2 processes, firstly k-means is 

taken to determine the cluster in the minority set and 

secondly, it is dealt with high-tech and efficient online 

samples for the re-sampling process. Classifier permits the 
method which is taken in handling the errors associate 

with the imbalance class learning. The author has 

introduced a new approach for clustering depended on the 

sampling technique for controlling the problems. The 

Evaluation algorithms are also taken as a strong source of 

controlling the class imbalance problems.  

 

In [23] the author has represented the evolutionary 

techniques general nested exemplar groups, which deals 

with the Euclidean n-space to save the elements, while 

calculating the distance to the closest generalized 
exemplar. This technique deals with the evolutionary 

algorithm for picking the most appropriate exemplars for 

the purpose of re-sampling. 

 

 In [24] the author has introduced an evolutionary 

cooperative, competitive planning for designing the radial-

basis function networks CO2RBFN with the help of the 

cooperative competitive methods having a radial - basis 

function on imbalanced datasets. In CO2RBFN which 

separately shows the portion of the solution only and 

managing so that to build the complete RBFN, then they 

gets better generalization for latest pattern by showing 
whole information about the errors volume.  

 

In [25] the authors have introduced to work with dataset 

with the help of the preprocessing step having fuzzy rule 

depended on the classification system by the action of the 

adaptive inference system having parametric conjunction 

operators.  

 

In [26] the authors have introduced the applications of K-

nearest Neighbor (k-NN) classifier to analysis the 

performance. In [27] the authors discuss about the effect of 
various classifiers with distinct re-sampling plan on 

imbalanced datasets having distinct imbalance ratios.  
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The figure 3 describes the various methods used in dealing 

with the class imbalance problem. Some of them are: 

 

(i) Data level approach,  

(ii) Algorithm level approach,  

(iii) Cost-sensitive approach, and  

(iv) Ensemble learning.   

 

 

 

 

 

 

 

Fig 3. Class imbalance methods  

2.1 Data Preprocessing  

Data preprocessing comprises of two different forms of re-

sampling:  

 

Undersampling: Random under-sampling [33] is referred 

as the non-heuristic technique having a motive to maintain 

the distribution of the classes with the help of the removal 

of the majority classes randomly. The main cause is to 
balance the dataset to remove the idiosyncrasies of that 

machine learning algorithm.  

 

Oversampling: Random over-sampling [33] referred as a 

heuristic technique that motive is to balance the 

distribution of class with the help of random replication of 

minority class examples. Random over-sampling can 

enhance the likelihood of getting overfitting, as it gives 

same copies of minority class examples. Therefore, a 

symbolic classifier, generates some rules which are 

accurate, but also gives a replicated example. Moreover 
oversampling gives an additional computational work 

when the data set is bigger but imbalanced.  

2.2 Algorithm level methods for handling imbalance 

Drummond and Holte [29] give the report, while using the  

C4. 5’s default settings, oversampling is ineffective, 

mostly gives little or no change in performance at the time 

of modification of class distribution & misclassification 

costs. Further, they observe that over-sampling prunes less 

and hence generalizes less than under-sampling, and that 

an adjustment of the C4.5’s parameter settings to enhance 

the influence of pruning and other overfitting ignorance 

factors can rebuild the performance level of over-

sampling. Discrimination process based on the internal 

biasing, a measured distance element is introduced [30] 

which works with KNN classification. The reason behind 
this weighted distance is to pay for a training sample of the 

imbalance dataset in the absence of distracting the class. 

Hence the weighted are given not in the general k-NN 

pattern, also not to any prototype separately. In this way 

the weighting element becomes higher in the majority 

class as compare to the minority one. The farness of 

positive minority class prototype becomes less as compare 

to majority class. This will let the latest pattern to search 

their closest prototype in the minority class.  

 

One more work process on the imbalance data set is based 

on the SVM biases algorithm in this the hyper planes are 
going away from the positive class. This happens due to 

the reason that to adjust the skew attached with the 

imbalance dataset, which force the hyper plane to go 

closer towards the positive class. This type of biasing can 

be done in several ways. Chang et al [31] proposed the 

varying kernel function to generate the bias. The 

veropoulos et al [32] recommend using various penalty 

constant for several classes, committing faults at the 

positive instances become expensive as compare to the 

negative instance. 

2.3 Cost-Sensitive Methods  

It incorporates both data level and algorithm level when 

the misclassification cost is high. The main feature of this 
method is that it tries to minimize the total cost of 

misclassification. In cost-sensitive methods it is more 

interesting to recognize the positive instances rather than 

the negative ones. For example, in medical domain the 

cost of misclassifying a non cancerous patient is limited to 

additional medical tests, while the cost of misdiagnosis of 

will be fatal as potentially cancerous patients will be 

considered healthy. Therefore, the cost associated with a 

positive instance must be greater than the cost of 

misclassifying a negative one, i.e. C(+,-)>C(-,+). 

2.4 Ensemble Methods 

Ensemble based classifiers are designed to improve the 
accuracy of a single classifier by training several 

classifiers and combining them to output a new classifier 

that outperforms every one of them. Therefore, ensemble 

based methods are based on the combination between 

ensemble learning algorithms and the hybrid approaches 

such as data and algorithms, or cost-sensitive learning 

solutions. In algorithm level approaches, instead of 

modifying the base classifier, ensemble learning 

algorithms slightly modify the base learner. On the other 
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hand, in the case of data level approaches, the new method 

preprocess the data before learning each classifier.  

2.5 Feature Selection for imbalance datasets 

Zheng et al [28] developed a process for feature selection 

which is appropriate for high-dimensional unbalanced data 

sets. They introduce some feature selection framework, 

which takes the features for positive and negative classes 

individually and then specifically merge them. The authors 
suggest general ways for transforming existing measures 

in order to consider features for negative and positive 

classes separately. 

3. Motivation 

The rare events are those events which take place very 

rapidly, that is their frequency lies between the 5% to 10% 
based on the application. Classification in the rare events 

refers as a general issue in various domains such as 

network intrusion detection, fraudulent transactions, direct 

marketing, & medical diagnostics. For instance, in the 

network intrusion detection domain, the number of 

intrusions is very less amount of overall network traffic. In 

medical databases, at the time of image classification [36], 

pixels which are not normal shows only little amount 

among the overall image.  

 

The behavior of the image needs fast detection rates and 
permits low error rate as the cost of that misclassifying a 

cancerous patient is very expensive. Here when all these 

majority class shows 98-99% of that overall population, a 

trivial classifier that links all with the class of majority to 

gain accurate output. It’s applicable mostly for the skewed 

distribution or imbalance dataset. The accuracy of the 

classification can't take as a measure of performance level. 

The ROC observation [37] & metrics such as precision, 

recall and F-value [38, 39] are taken for measuring the 

performance of learning algorithm on that minority class. 

The superiority of class imbalance in several fields leads 

to a surge in research working for the minority classes. 
The various work process for working with imbalance data 

set are discussed in [36, 39, 40]. 

 

The analysis drawn from the comparative study of each of 

the following methods is shown in the Table 1: 

Table 1: Comparative study   

Approach Methods & its description   

 

Algorithms Advantages Disadvantages 

Data Level 
approach 

 
Under sampling -This 

method randomly removes 
samples of majority class   

 
Random under sampling [33],    

One Sided Selection 
(OSS)[35], 

 Neighborhood Cleaning 
Rule(NCL)[34], 

Tomek Links[21] 

 
It is more versatile and 

independent of classifier 
selected,  therefore data 

need to be prepared once for 
classification 

 
It sometimes throws the 
important data, which 
may be useful in the 
induction process. 

 
Oversampling - This 

method adds new samples 
in existing class  

 

 
Random oversampling [33], 

Synthetic Minority 
Oversampling 

Technique(SMOTE)[42] 

 
Generates  rules which are 
accurate and also used to 
improve the accuracy of 

classification  

  
The problem of 

overfitting / 
overgeneralization occurs 

 
Hybrid - In this method 

samples from both classes 
are removed  

 
SMOTE + Tomek links [33], 

SMOTE + ENN [33] 
 

 
Overcome the problem of 
oversampling, but not by 
cutting down the size of 

majority classes 

 
A longer training time 

Algorithm 

level 
approach 

 

 
Bagging method -  improve 
the stability and accuracy of 

ensemble learning 
algorithms 

 

 
Decision tree(C4.5)[44],  

Random Forest [43] 

 
Reduce dissimilarity and 

better classification 
performance than individual 

classifiers  

 
It takes very much time 
to process, may lead to 

overfitting  
 

 
Boosting method 

 
AdaBoost [20],  

SMOTEBOOST [58] 

 
It boosts the performance of 

other learning methods 

 
Ignore overall 

performance of the 
classifier 

Cost-

sensitive 
approach 

 
It incorporates both data 
level and algorithm level 

when the misclassification 
cost is high- Cost sensitive 

boosting algorithms 
 

  
It tries to minimize the total 

cost of misclassifications 

 
Cost is not precisely 
known, have to use 

approximations or ratios 
of proportionate 
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4. Classification of Various Methods 
The various methods have been proposed, some of them 

are:  

4.1 Sampling Methods 

It is taken as a simple data level technique helpful for 

balancing the classes made up of re-sampling the actual 

data set, or by oversampling the minority class or by 

under-sampling the majority class, till the classes are not 

become approximately equally represented. Both strategies 

are applicable in all sorts of learning system, as they work 

as a preprocessing phase, permitting the learning system to 

get the training instances as if they associate with a well-

balanced data set. Hence, any bias of a system for majority 

class because of various proportion per instance, then 
every class become likely to suppress. The Hulse et al. 

[41] recommends the use of the re-sampling techniques 

based on various factors, having the ratio in between the 

negative and positive examples, and some other specialties 

of the data & behavior of the classifier, but somehow the 

re-sampling techniques have some crucial errors. The 

under sampling may throw away important data, on the 

other hand, them over sampling enhance the size of that 

dataset, increased the computational burden of the 

algorithm. 

4.1.1 Oversampling 

The easiest technique to enhance the size the 
minority class relates with random over-sampling, 

which is referred as a non heuristic technique which 

equalize the distribution of class with the help of 
randomly repetition of positive examples, still this 

technique replicates the running examples, the 

possibilities of overfitting occurrence is high. Chawla 

suggests an approach that is a Synthetic Minority 
Over-sampling method [42] where the minority class 

is referred as the over sampled by generating 

synthetic example instead of replacement based over 
sampling. The process of over-sample of minority 

happens by putting in the synthetic examples, also 

with the line segments linking with all\any minority 

class closest neighbor. Based on the value of over 
sampling needs, the entire links up elements in the k 

nearest are selected in a random manner.  

Based on SMOTE algorithm, various modifications have 

suggested in the literature. The SMOTE work process, not 

able to control its dataset function. It was being 

generalized to control mixed datasets of nominal features  

and continuous feature, Chawla suggested SMOTE-NC 

(Synthetic Minority Over-sampling Technique Nominal 

Continuous) and SMOTE-N (Synthetic Minority 

Oversampling Technique Nominal), the SMOTE can be 

forwarded towards nominal functions. 

 

SMOTE (Synthetic Minority Oversampling Technique) 

was introduced to calculate the effect of data set in the 

minority class [43]. SMOTE generates synthetic instances 

of the minority class through working on the “feature 

space” instead on “data space”. By synthetically creation 

high instances of the minority classes, the inductive 

learners like as decision trees (e.g. C4.5 [44]) or rule-

learners (e.g. RIPPER [45]), capable of making the 

decision area broad. We work on the continuous & 
discrete properties distinctly in SMOTE. For the closest 

neighbor, we deal with Euclidean distance for the purpose 

continuous feature & Value Distance Metric (with the 

Euclidean assumption) as in nominal feature [46, 47]. The 

latest minority samples are as below: 

 

 For the continuous features. 

 Take the difference between a feature vector (minority 

class sample) and one of its k nearest neighbors 

(minority class samples). 

 Multiply this difference by a random number between 

0 and 1. 

 Add this difference to the feature value of the original 

feature vector, thus creating a new feature vector. 

 For the nominal features. 

 Take majority vote between the feature vector under 

consideration and its k nearest neighbors for the 

nominal feature value. In the case of a tie, choose at 

random. 

 Assign that value to the new synthetic minority class 

sample. 

With the help of these methods, a latest minority sample of 

class is generated next to that of the class sample. These 

neighbors are used based on the value of SMOTE. 

Therefore, applying the SMOTE, high normal regions are 

being studied in that minority class, permitting classifier to 

predict the unknown example related to the minority 
classes. The pairing of the SMOTE and under sampling 

makes optimal classifier from the SMOTE in the majority 

and that under-sampling found at the convex hull of ROC 

curve [42, 48]. 

4.1.2 Undersampling 

Under sampling is an effective technique for imbalance 

learning classing. This process applies the subset of 

majority class for classifier training. As several majority 

class are overlooked, this leads to make the training set 

equalize, and speed up the process. The general method 
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such as Random majority under-sampling (RUS), in RUS, 

the major disadvantage of under-sampling is the ignorance 

of the important information present in the examples. 

There are various ways for improving its performance, like  

Tomek links, the Condensed Nearest Neighbor Rule and 

One-sided selection, etc. One-sided selection (OSS) is 
suggested by Rule Kubat and Matwin taken to practically 

under-sample the majority class by eradicating majority 

class examples that refer as redundant or ‘noisy’. Over-

sampling is a technique for better minority class 

recognition; duplication of minority data randomly with 

some increment in latest information is also dominants to 

over fitting. 

4.2 Feature Selection Methods 

The various feature selection methods are:  

4.2.1 Correlation coefficient 

The correlation coefficient refers as a statistical exam that 

calculates the power and sort of the connection between 

two variables. Correlation coefficients lie from -1 to 1. The 

exact value of the coefficient shows the strength of the 

relationship; absolute values near to 1 show a tough 
relationship. The symbol of the coefficient shows the way 

of the relationship: a positive sign indicates that the two 

variables increase or decrease with each other and a 

negative sign indicates that one variable increases as the 

other gets decreases. 

 
The correlation coefficient is used to analyze the accuracy 

of the machine learning problems, and then the other 

functions are based on the ranking level [49]. In the errors 

where the covariance (Xi, Y) lies in between the Feature 

that is (Xi) & target such as (Y), the variances suppose as 

(var (Xi)) & target (var (Y)) are familiar, then the 

correlation would compute directly [50]. 

4.2.2 Chi-square 

Chi is as the process of measuring the separate functions 

of the class statistically. It is referred as a dual side matrix. 

This approach response erratically at the time of the low 

counts of its features, this factor is common between the 

imbalance data set [51]. On the other hand the chi-square 
test is well applicable to the nominal data, its drops out at 

the time of continuous data flow [52]. 

4.2.3 Odds Ratio 

Odd Ratio watches the odds of a function occurring in its 

positive class generalize by the odds of the feature 

occurring in the negative class.  

The standard odds ratio refers as the single-sided metric. If 

the zero count is present at the denominator, we exchange 

the denominator by 1. This shows the consistency how 

Forman calculate the dual-sided odds ratio [53]. A pilot 

research found the single-sided algorithm offers better on 

our data, but other studies, like as Forman [53] have 

worked with the dual-sided algorithm. This metric is built 

up to work on solely having binary data sets [30]. 

4.2.4 Signal-to-noise Correlation Coefficient 

S2N calculates the ratio of few needed signal such as the 
class labels to the surrounding noise in a feature. At that 

time this ratio is referred as an electrical engineering 

factor, here in machine learning community, it is being 

pertain to leukemia classification with tough results [43]. It 

is a single sided metric [52]. 

4.2.5 Information Gain 

IG calculates the variation between class label‘s entropy 

and that conditional entropy of the class label’s feature. 

This measure is taken as dual-sided. Such as the chi-square 

test, it generalizes for nominal data, but not able to control, 

continuous data well due to the same reasons [52]. 

4.2.6 Relief 

This feature taking matrix depends on the closest neighbor 

through Kira & Rendell [54]. It describes the features 
depends on the level of distinguishing themselves. The 

time relief picks any particular instance, it finds any two 

closest neighbors.One of their personal class and the other 

one from the neighbor class, this proves that the instances 

of distinct classes possess very distinct values, whereas the 

instance of the same class possess same values, as the 

actual probability is hard to compute. This happens by 

computing the random instances & its closest hits & 

misses distances. The distance is “0” for the discrete 

variables & “1” for the continuous variables, we deals with 

standard Euclidean distance, We can choose the number to 
set of the instances, and selecting more number shows 

good approximation[55, 50]. The suggestive feature 

selection method : 

 

For recommending the feature selection the probability of 

feature distributed function is appropriate for the 

information about the report of the sample distribution is 

various classes, based on this report the significance & 

privilege  of every feature is found out. The prediction 

based techniques of the distribution function are further 

separated into 2 categories such as parametric & non-

parametric [56]. 
 

The parametric technique is taken as a crucial process of 

distribution, so that the problems present in the probability 

distribution can be figured out on the basis of the 

distribution parameters. A problem present in the 
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parametric refers as they are not having any pre-defined 

structure, which can be taken as the model for the 

distribution of the data. And all the classic parametric 

distributions are single exponential that mean that they are 

having single maximum point. Whereas maximum data 

sets of the actual world are referring as the Multi-
exponential. The distribution element which is assumed 

with parametric techniques for that kind of data set is not 

appropriate [57]. 

 

The non-parametric technique have nothing to do with the 

structure and figure of  the distribution function, samples, 

they compute the distribution function directly from the 

sample because of this reason non-technique is taken 

higher than that of parametric method [57]. Due to this 

reason the non-parametric technique used for figuring the 

probability distribution features function for various 

classes. The formula for the non-parametric probability 
distribution estimation function is given as  

 
 

P(x) shows the appraisal amount of probability distribution 
function for sample x, v is the volume around the sample, 

N refer as a whole number of samples and also K is taken 

as  the number of samples within a volume V. These 

concepts have been shown in the following picture based 

on situation of parameters K and V, the nonparametric 

estimation techniques are divided into two general groups: 

for that group of techniques where the amount of K is 

taken constant, all samples are taken as X and V is finds in 

the way that it surely includes K sample K methods known 

as nearest neighbor estimation. That group of methods 

which suppose V a constant amount and obtain the number 
of points existed in volume V in order to estimate the 

probability distribution function are called distribution 

estimation methods based on kernel [57]. 

5. Evaluation in Imbalanced Domain 

The evaluation criteria are a key factor in assessing the 

classification performance and guiding the classifier 

modeling. In a two-class problem, the confusion matrix     
shown in Table 2, records the results correctly and 

incorrectly recognized examples of each class. 

 

 

 

Acc= 
     

           
                     (2) 

 

 

 

Table 2. Confusion matrix for a two-class problem   

 
Predicted Positive 

‘1’ 
Predicted Negative 

‘0’ 

Actual 
Positive ‘1’  True Positive (TP) False Negative (FN) 

Actual 
Negative ‘0’ False Positive (FP) True Negative (TN) 

 

Traditionally, the accuracy rate Eq. (2) has been the most 

commonly used empirical measures. However, in the 

framework of imbalanced data sets, accuracy is no longer 

a proper measure, since it does not distinguish between the 
numbers of correctly classified examples of different 

classes. Hence, it may lead to erroneous conclusions, i.e., a 

classifier achieving an accuracy of 90% in a dataset with 

an IR value of 9 is not accurate if it classifies all examples 

as negatives. 

For this reason, when working in imbalanced domains, 

there are more appropriate metrics to be considered instead 

of accuracy. Specifically, we can obtain four metrics from 

Table 2 used to measure the classification performance of 

both, positive and negative classes independently. 

1) True positive rate         
  

       
is the percentage of 

positive instances correctly classified. 

2) True negative rate         
  

     
is the percentage of 

negative instances correctly classified. 

3) False positive rate         
  

     
is the percentage of 

negative instances misclassified. 

4) False negative rate         
  

     
is the percentage of 

positive instances misclassified. 

Clearly, since classification intends to achieve good 

quality results for both classes, none of these measures 

alone are adequate by itself.  

6. Conclusion 

In this paper, we have discussed about the main 

characteristics of the imbalance dataset such as the feature 

selection, classification of the imbalance dataset, sampling 

techniques and its various algorithms.  Here we have also 

focused on the several sorts of the solution regarding the 

misbalancing issue of the data sets. Finally, we conclude 

that by the application of the various techniques, which we 

have already discussed in this paper,  will be helpful in 
fighting with the problems related to the imbalance 

datasets because the data level methods offer efficient 

results with the help of over sampling algorithms for 

processing and balancing the dataset.  
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To summarize, each method offers advantages and 

disadvantages which varied and depend on the context and 

type of data. Therefore, in IDL, no solution is optimal 

solution and the best solution depends on the context of 

learned data.  
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