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Abstract 

Wireless sensor networks (WSNs) are one of the most exciting 
and challenging research areas. Sensor nodes (SNs) are generally 
deployed randomly from some flying base station (BS) in the 
deployment area, which may result uneven distribution of these 
static SNs. Besides these, they may be damaged because of 
natural calamities. In order to obtain the homogeneous 
distribution it is necessary to provide external kinetic to these 
static SNs until they acquire the appropriate position in the 
deployment area.  
In this paper, we propose a framework for fault revoking and 
homogeneous distribution of randomly deployed SNs in the 
deployment area, so that the sink node within various clusters 
consumes equal amount of energy. The external kinetic to these 
static SNs for their homogeneous distribution is provided by the 
MSNs which are rich in energy. However, if any node gets 
damaged due to some environmental activity, then the framework 
makes provision for fault revoking with the help of Fault 
Revoking Mobile Sensor Node (FRN) in the deployment area.  
Keywords: Sensor Node (SN), Base Station (BS), Mobile Sensor 
Node (MSN), Fault Revoking Mobile Sensor Node (FRN), 
Location ID (LID). 

1. Introduction 

A Wireless sensor networks (WSNs) is composed of a 
large number of low-cost Sensor nodes SNs and one or 
several sink nodes or BS [5]. SNs are typically small 
wireless devices with limited computational power, radio 
transmission range, storage size and battery power that co-
operatively perform the task of collecting relevant data and 
monitor its surrounding for some change or event to occur 
[6]. Sink nodes are distinguishing devices with powerful 
computation capacity, large memory size, high power 
energy and long communication range. Sink nodes act as 
the gateway between WSNs and the end user. WSNs has 
its own features that not only differentiate it from other 

wireless networks but also craft the scope of wireless 
application to disaster relief, military surveillance, habitat 
monitoring, target tracking and in many civic, medical and 
security applications [7-10]. SNs may be left unattended in 
any hostile environment such as battlefields, volcanoes 
etc., which makes it difficult or sometimes impossible to 
recharge or replace their batteries. Thus, efforts must be 
employed to remove this deficiency of WSNs. Many 
protocols existing in the literature minimize energy 
consumption on routing paths [7-10]. Even though these 
approaches increase energy efficiency, they do not always 
prolong network lifetime; if certain nodes become popular, 
commonly termed as "hot spots" and present on most of 
the forwarding paths towards sink in the network. Some of 
the common characteristics of WSNs that were kept in 
mind before developing the framework are discussed in 
[11]. 
 
Some of the major issues in the node deployment strategies 
are: the coverage area of the nodes, finding the dead nodes 
in the coverage area, as well as the nodes on the boundary 
of the other nodes coverage area. Beside this the SNs are 
fault prone devices due to battery loss or some physical 
damage etc., and during their random distribution from the 
BS they are deployed unevenly within the network [2-4]. 
To avoid such problems, the researchers tried to identify 
the feasible node deployment strategies. However, if ample 
amount of energy is present to provide mobility to the SNs 
in the network, the fault revoking can be handled easily 
and randomly deploy SNs can be distributed evenly in the 
network.  
 
Rest of the paper is organized as follows. Section 2 
summarizes the motivation factors and related works. In 
section 3 System Model is presented followed by 
implementation of framework in section 4. Finally 
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simulation, results and discussion of the work are 
concluded in section 5 and section 6 respectively. 

2. Motivation Factors and Related Work  

There are three main motivation factors that force us to 
think about a better solution over the existing WSN 
technologies and are discussed below: 

2.1. Energy Efficiency 

A large number of energy efficient algorithms like [12-15] 
are developed so far to make WSNs long lasting. But, it 
sounds much better to make WSNs efficient enough to 
provide continuous energy to the network throughout the 
lifetime of the network instead of bothering much about 
making it energy efficient, which still gets disposed at the 
deployment end after some period of time. It seems to be 
difficult, but does it really so if one thinks about the 
concept of wireless electricity [16] or supplying power to 
space vehicles or solar power satellites (SPS) [17-18] to 
recharge batteries of satellites in geo-stationary orbits as in 
[19]. Though the concept of SPS is capable enough to 
provide unlimited power to the sensor nodes in the 
deployment area as well as to the flying BS over it, but a 
large burden of extra cost is involved in it. Besides this the 
BS may be charged through the satellites, which are 
governed by any third party, but the involvement of third 
party arise security issues. So, it would be more cost 
effective and secured, if we are able to apply the same 
principle from the land itself rather than space at the 
deployment area by the first party itself with a very 
negligible cost difference than the existing setup cost and 
that too with increased lifetime of the network to almost 
infinite [1]. 

2.2. Fault Revoking 

In most of the research articles published so far in the 
domain of WSNs, efforts are involved in fault tolerance 
and faults due to physical damage or natural calamities are 
considered ideal stage that can happen any time and not 
many solutions are provided in such cases. In such cases, 
the major drawback is that the amount of dead node gets 
increased if new nodes are deployed at their places causing 
damaged nodes pollution within the deployment area. 
However, if mobility is provided to either all or some of 
the SNs in the deployment area, they can be programmed 
to replace the damaged SNs without causing much 
pollution in the deployment area, which are usually hostile 
in nature; hence can be used for fault revoking as in [1]. 

2.3. Homogeneous distribution of SNs in the 
Deployment Area 

While the bulk of published work envisioned sensors to be 
stationary, some investigated the possibility of attaching 
sensors to moveable entities such as robots [26, 27]. 
Sensor’s mobility has been exploited to boost the 
dependability of WSNs. For example, sensors can re-
spread in the area to ensure uniform coverage, move closer 
to loaded nodes in order to prevent bottlenecks, increase 
bandwidth by carrying data to the base station, and so on 
[28–30]. Dynamic sensors positioning in the literature can 
be categorized into two groups based on when relocation is 
exploited: (1) post-deployment and (2) on-demand 
relocation. 

2.3.1 Post-Deployment Sensor Relocation 

This type of relocation is pursued at the conclusion of the 
sensor deployment phase when the sensor nodes are being 
positioned in the area. In the WSN applications, sensor 
deployment is performed randomly due to the 
inaccessibility of the monitored areas. However, this 
random configuration usually does not provide an adequate 
coverage of the area without deploying an excessive 
number of nodes. Alternatively, the coverage quality can 
be improved by moving the sensor nodes if they are able to 
do so. In that case, the sensor nodes can be relocated to the 
regions that do not have the desired level of coverage or 
even are not covered at all. Wang et al. [25] utilizes 
sensor’s ability to move to distribute the sensor nodes as 
evenly as possible in the region. The goal is to maximize 
the area coverage within the least time duration and with 
minimal overhead in terms of travel distances and inter-
sensor message traffic. The main idea is that each sensor 
assesses the coverage in its vicinity after deployment and 
decides on whether it should move to boost the coverage. 
Nonetheless, this process still can be very slow and hence 
prolong the deployment time. With the objective of 
reducing the overall deployment time, Wu and Yang [30] 
proposed another solution to the same problem based on 
two-dimensional scan of a clustered network, called 
SMART. 

2.3.2. On-Demand Repositioning of Sensors 

Instead of relocating the nodes at the deployment phase, 
sensor relocation can be used on demand to improve 
certain performance metrics such as coverage, network 
lifetime, and so on. This can be decided during the network 
operation based on the changes in either application-level 
needs or the network state. For instance, in some 
applications, there can be an increasing number of 
dysfunctional nodes in a particular part of the area 
necessitating the redistribution of available sensors. In 
addition to improving coverage, the energy consumption 
can be reduced through on-demand relocation of sensors in 
order to reach the best efficient topology. The approach 
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presented in [24] performs sensor relocation to counter 
holes in coverage caused by sensors failure. 

3. System Model 

This framework consist all the three motivation factors 
discussed and hence, demand of hybrid WSN arises i.e. to 
provide external kinetic to static SNs, MSNs are required. 
The framework procedure is described as below: 
 
1. Supply continuous wireless power to the BS [1].  
2. Randomly deploy the static SNs with initially fully 

charged batteries from the BS in the deployment area.  
3. Deployment area is divided into the logical clusters of 

equal size. Here, the number of clusters is directly 
proportional to the number of SNs deployed in the 
deployment area and the size of each cluster is same 
which is defined by the LIDs of its vertices. However, 
it is not always necessary that the deployment area is 
in regular geometrical shape; it can be in any irregular 
or polygon shape. In such cases, the deployment area 
is divided into segments having equal area rather than 
grid structure segments.  

4. The BS generates the LID of each SN in the 
deployment area with its own reference [23]. 

5. Supply wireless power to each of the cluster and 
thereby its sink node in the deployment area. 

6. Deploy MSNs in the deployment area with the help of 
parachutes as in [1]. Here, each of the MSN is 
embedded with additional static SNs that can be used 
to replace the dead SNs in the network. The total 
number of MSNs is equal to (c + α); where, ‘c’ is the 
total number of clusters and ‘α’ be number of MSNs 
which may be required for fault revoking purposes. 
The value of ‘α’ vary and depends on the value of ‘c’ 
and size of the deployment area. Initially each MSN 
contains a packet with following format, containing 
‘k’ number of co-ordinate points of the deployment 
area. Based on these co-ordinate points, the BS divides 
the deployment area into various clusters 
corresponding to their LID limits at its own end:  
 

 
 

7. After landing, MSNs finds themselves whether they 
are within the given X and Y co-ordinate of the net 
LID limits of the deployment area or not. If the MSN 
is within the deployment area then it finds the 
appropriate vacant cluster in the deployment area, 
established itself in that cluster and sends a “Hello” 
packet to the BS in the following format, so that no 
other MSN should establish itself in the same cluster.  
 

 
 
Here, LID – X1, Y1 and LID – X2, Y2 are the diagonal co-
ordinate points of any segment in the deployment area. 
Now, the responsibility of that particular MSN is to act as 
mobile sink node for that particular cluster and aggregate 
all the data within the cluster and send to the BS. Beside 
this, the MSNs are also involved in fault revoking of the 
static SNs in the corresponding clusters. 

 
However, if the MSN is not within the net GPS limits of 
the deployment area then that particular MSN l approaches 
towards the net GPS limits of the deployment area and 
hence eliminating the drawback of the wastage of MSN, 
which happens in regular SNs distribution technique 
during the deployment phase.  
 
Figure 1 demonstrate the procedure, here c=36 and α = 2. 
The ‘α’ number of MSNs will help both in fault revoking 
of MSNs and homogeneous distribution of SNs in each 
cluster. Because of homogeneous distribution of SNs any 
mobile sink nodes don’t suffer from hot sink problem 
while others are in sleep mode.  

 

 
 

After the successful placement of the SNs within the 
deployment area, the network enters into the post 
deployment phase. In the post-deployment phase, the 
network comes into action for which it was supposed to be 
deployed. But, the positive edge of this framework is that 
the SNs in the network can continuously sense the data 
rather than event driven sensing, due to high power at their 
disposal. Good security and fault tolerant techniques can 
now be applied due to the availability of network which is 

Static Sensor Nodes (SNs)

Fault Revoking Mobile Sensor Nodes 

Mobile Sink Nodes 

Fig. 1 Establishment of MSNs within the appropriate cluster.

NODE ID LID – X1, Y1 LID – X2, Y2 HELLO 

LID – X1, Y1 LID– X2, Y2 : : : : : : LID– Xk, Yk 

(Net LIDMIN) 

(Net LIDMAX) 
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rich in energy; however to handle natural calamities, fault 
revoking techniques are available, as already discussed. 
 
After the successful deployment of the MSNs in the 
deployment area, the power supply phase come in to action 
as in [1]. The laser is directed to all the MSNs in the 
deployment area on rotation basis by one or more number 
of directors present in the power supply model in some 
ratio to the MSNs in the deployment area.  
 
Figure 2 shows a view of the power supply model among 
various clusters in the deployment area. Here, the 
deployment area divided into two clusters; where a 
continuous power beam is provided to each cluster unit and 
a laser beam is provided to the each mobile sink node 
among the cluster unit for δ duration of time. Since all the 
sink nodes are homogeneous and all of them are involved 
with equal number of SNs, hence the energy consumed by 
all of them will be approximately same. Thus, the laser 
beam can be provided to all the mobile sink nodes from a 
single beam director on round-robin fashion. 

 

 

Fig. 2 Closer View of Power Supply Model from the BS to each Cluster 
Unit within Deployment Area [1] 

3.1 Homogeneous distribution of SNs in the 
Deployment Area 

The SNs are generally deployed randomly in the 
deployment area from some flying BS, due to which it is 

not possible to obtain the specified position for SNs in the 
deployment area. Hence, a better solution is to maintain 
their position within the targeted area by providing external 
kinetic to each of the static SNs by the mobile sink node 
within the cluster. 
 
In this framework, we use MSNs and FRNs for equal 
distribution of the SNs within each cluster. First of all each 
MSNs communicates with its neighboring MSNs and 
collects the information about the number of SNs 
associated with each one of them. If a particular MSN, 
acting as sink node of a cluster,  is associated with less 
than the average number of SNs within the deployment 
area then it listens to its physical sink neighbors. If the 
physical sink neighbors contains more than the average of 
SNs then they will provide external kinetic energy to extra 
number of SNs to move into that cluster. But, if that 
particular mobile sink node is associated with more than 
the average of the total number of SNs within the 
deployment area and the physical sink neighbor is 
associated with less number of SNs then it will provide 
external kinetic energy to the local SNs to move into the 
neighbor cluster. However, if both the neighbors in 
comparison contain less number of sensors than the 
average of SNs in the total targeted area then they seek 
help for FRN for extra number of SNs and if both of the 
neighbors contain more than the average of total SNs then 
they will send the signal to FRNs, so that FRNs came to 
know from where to get sensor nodes for the less populated 
cluster units. 
 
Besides these basic criteria that can be easily maintained in 
plain area, there can be many challenges that may arise in 
case of hilly targeted area. In such environmental 
conditions, the SNs even with parachutes can’t be 
deployed at some desired position. So, we can make use of 
specialized MSNs i.e. SNs embedded on spider robots or 
better which are capable enough to move in uneven hilly 
surfaces. With spider MSNs, such cases can be handled 
efficiently as we have ample amount of power at the 
disposal of deployment area, but the only drawback is 
deployment time can be comparatively larger than that of 
even surfaces. 

3.2. Fault Revoking 

In the proposed framework each of the MSN is embedded 
with additional some static sensor nodes, used for 
replacing dead sensor nodes in the network. The total 
number of MSNs deployed in the targeted area is equal to 
(c + α); where, ‘c’ is the total number of clusters and ‘α’ be 
number of MSNs which may require for fault revoking 
purposes. Here, each of the ‘c’ MSN is responsible for 
fault revoking within their cluster unit and the remaining 

LID based beam 
directed from BS to 
Mobile Sink Node 

Continuous 
Power Beam 
from BS to the 
Cluster 
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‘α’ MSNs are responsible for fault revoking of the mobile 
sink nodes. 
 
In a cluster, if a SN gets damaged or enters into dead stage 
then the BS sends the LID of the affected SN to the mobile 
sink node within that cluster unit. The mobile sink node 
comes into action and physically deploys a SN at the same 
location by removing the affected SN from there and hence 
no dump is left behind within the cluster.  
 
On the other hand, the damage to the mobile sink nodes 
can be handled by the remaining ‘α’ MSNs, acting as FRN. 
Here also, if a mobile sink node gets damaged then it will 
immediately comes onto dead stage at a particular location 
and the BS will send the concerned LID to one of the FRN 
based on some priority like nearest FRN to the BS. In this 
case, if the total number of dead SNs carried by the mobile 
sink node reaches to its maximum capacity then also the 
mobile sink node is considered to be in dead stage. Such 
programming skills can be previously burned within the 
memory of all MSNs before their deployment and are 
absolutely application specific. Thus, a good knowledge of 
robotics need to be explored to efficiently implement fault 
revoking techniques with the help of MSNs in any kind of 
wireless sensor networks. 

4. Implementation of Framework 

There are a number of robots that we can use as MSNs in 
this framework, depending upon the application and area 
of usage; like mountains, deserts, plane etc. In our 
framework we consider the Soldier UGV (SUGV) to 
simulate the framework. SUGV is a man-packable small 
robot system, weighing less than 30 lbs, used for Urban 
Operations environments and subterranean features to 
remotely investigate the threat obstacles, structures and the 
structural integrity of facilities and utilities. SUGV systems 
will be highly mobile for dismounted forces and will be 
capable of being re-configured for other missions by 
adding or removing sensors, modules, mission payloads 
and subsystems.  
 
The entire framework is divided into two phase i.e. pre-
deployment phase and post-deployment phase. In the pre-
deployment phase, after the successful division of the 
network into clusters followed by the mobile sink node 
establishment within each cluster, the power supply phase 
at the deployment area comes into action. The availability 
of high power at the deployment end makes MSNs enable 
for exhaustive actions to do and providing external kinetic 
to the SNs for their homogeneous distribution among the 
clusters within the deployment area.  
 

In our network model, we have assumed that the network 
has the following properties: 
1. There exists a unique BS, flying above the network 

with at the most to the perpendicular distance of 1 mile 
or hypotenuse distance of 8 miles from beam director 
[20]. 

2. Each SN has a unique identity. 
3. Network is hybrid but homogeneous i.e. all the static 

sensor nodes are equivalent, having the same energy, 
computing and communication capacity and the same 
holds for the MSNs. 

4. Location of nodes is obtained using locations IDs 
based on virtual co-ordinate system as in [23].  

5. The transmitter can adjust its amplifier power based on 
the transmission distance. 

6. The MSNs use laser diode array while SNs use simple 
photovoltaic cells as in [1] instead of regular batteries 
for power. 

4.1.  Algorithm for Homogeneous Distribution of 
the SNs 

Let ‘n’ be the total number of SNs and ‘c’ be the total 
number of clusters formed in the deployment area, then 
‘avg’ be the average number of SNs within each cluster. If 
LID[i] and LID[j] be the location IDs of the sink nodes in 
clusters i and j, then they will communicate with each 
other only if the distance among them is less than β and i 
and j are said to be physical neighbors. If the number of 
SNs in any cluster, say i, is less than ‘avg’ then the 
corresponding entry in the list maintained at the fault 
revoking node FR[i] will be set to 1. 
 
1. Calculate the average number of SNs in each cluster at 

the BS end as below: 

    
c

n
avg   

where,   n is the total number of SNs in the deployment 
area. 
c is the total number of clusters within the 
deployment area. 

2. Establish each of the MSN, containing information about 
the average number of SNs within the deployment, as the 
sink node for each cluster in the deployment area, as 
discussed above. 

3. Obtain LIDs for each of the sink node. 
4. for k := 1to c 

Calculate the total number of SNs (x) in the cluster. 
if (x[k] < avg) then 

 Set FR[k] := 1. 
//end if 

    //end for 
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5. for i := 1 to c 
   for j := 1 to c 

 if (i ≠ j) 
    if (LID[i] – LID[j] ≤ β) //if the distance among 
sink nodes is less than the threshold distance β i.e. i and j 
are physical neighbors 
         do{ 
         if ((x[i]<avg) && (x[j]>avg)) then 
      Call SN_EXCHANGE(i,j). 
  else if ((x[i]>avg) && (x[j]<avg)) then 
      Call SN_EXCHANGE(j,i). 
  else if ((x[i]>avg) && (x[j]>avg)) then 
      Call GET_NODE(i,j). 
   else if ((x[i]<avg) && (x[j]<avg)) then 

i. Set FR[i] := 1. 
ii. Set FR[j] := 1. 

else if ((x[i]<avg) && (x[j]==avg)) then 
     Set FR[i] := 1. 
else if ((x[i]==avg) && (x[j]<avg)) then 
     Set FR[j] := 1. 

  } while (x[i] := avg). //end while 
     //end if 
//end if 

//end for 
//end for 
6. for k := 1to c 

i. Calculate the total number of SNs (x) in the cluster. 
ii. if (x[k] < avg) then 

 Set FR[k] := 1. 
   //end for 
 
SN_EXCHANGE(a,b) //mobile sink nodes gets SN from the  

            neighboring cluster  
 

1. Sink[b] will carry SN[b]. 
2. Sink[a] and Sink[b] move towards one of the common 

co-ordinate point of their LID limits. 
3. Sink[b] assign SN[b] to Sink[a]. 
4. Add SN[b] to the list of sensor nodes at Sink[a]. 
5. Remove SN[b] from the list of sensor nodes at Sink[b]. 
6. x[a] = x[a] + 1. 
7. x[b] = x[b] – 1. 

 
GET_NODE(p,q)// cluster obtain extra SNs from the FRN 

 
1. UPTO_AVG(p). 
2. UPTO_AVG(q).  

  
UPTO_AVG(y) // FRN supply extra SNs to clusters  

     having total SNs less than average. 

1. do{ 
for k := 1 to c 

if FR[k] == 1then 
i. FRN will carry SN[y] and assign it to 

Sink[k]. 
ii.  Add SN[y] to the list of sensor nodes at 

Sink[k]. 
iii. Remove SN[y] from the list of sensor 

nodes at Sink[y]. 
       //end if 
  //end for 

    } while(x[j]:= avg). 
2. Set FR[k] := 0. 

5. Simulation 

Simulation is done using Matlab as the plotting software, 
as well as the calculation engine to plot the results. The 
following parameters are considered for simulation. 
 
1. The distance between the BS and the network is taken 

as 200m. 
2. Size of message is 80 bytes. 
3. Free space attenuation coefficient (Efs) is 10  pJ/bit/m2. 
4. Multipath attenuation coefficient (Emp) is 0.0013 

pJ/bit/m4. 
5. Electronic power (Eelec) is 50 nJ/bit. 
6. Size of node ID 4 bytes. 
7. Cluster area 10m2. 
8. Deployment area is considered to be plane rather than 

terrestrial. 
9. Soldier Unguided Vehicles (SUGVs) are the MSNs we 

are using to simulate the framework. 
 

For realistic, our simulation uses the first order radio model 
as the communication model. Equation (1) and (2) 
represent the energy dissipation, when a SN sends or 
receives an l -bit message.  

elecrecieve
ElE  (1) 

 

















mpE

fsE
ifddmpEelecEl

mpE

faE

ifddfsEelecEl

transE

),4(

),2(

 (2) 

6.  Results & Discussions 

The graph is plot between energy level of MSN with 
respect to time, effect of concentration of FRNs to revoke 
damaged SNs in the deployment area and time required to 
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Fig. 3 Energy level in MSN at various instants of time 

 

Fig. 4 Effect of concentration of FRNs with respect to time to revoke fault in the Deployment Area 

setup the network with respect to variation between SNs 
and MSNs (i.e. both the sink nodes as well as FRNs). The 
energy level of MSN decreases with time and when it 
reaches to the mimimum threshold value then high 
intensity power beam is directed to the laser diode array [1] 
to recharge it in least possible time, as shown in Figure 3.  
 

It can be observed in Figure 4 that on increasing the FRNs 
in the deployment area, the time taken for fault revoking 
purposes get reduced and finally, in Figure 5, we can see 
that by increasing the ratio between the SNs and MSNs 
(including both FRNs and sink nodes) in the deployment 
area, the network setup increases. 
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Fig. 5 Effect of ratio between SNs and MSNs with respect to time to setup the Network 
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