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Abstract 
 

Speech recognition has been a subject of active research in the 
last few decades. In this paper, the applicability of a special 
model of Generalized Regression Neural Networks as a 
classifier is studied. A Generalized Regression Neural Network 
(GRNN) is often used for function approximation. It has a 
radial basis layer and a special linear layer. This network uses a 
competitive function for computing final result. The proposed 
network has been tested on one digit numbers dataset and 
produced significantly lower recognition error rate in 
comparison with common pattern classifiers. All of classifiers 
use Linear Predictive Cepstral Coefficients and Mel - 
Frequency Cepstral Coefficients. Results for proposed network 
shows that LPCC features yield better performance when 
compared to MFCC. It is found that the performance of 
Generalized Regression Neural Networks is superior to the 
other classifiers namely Linear and Multilayer Perceptron 
Neural Networks. 
Keywords:  Cepstral Coefficients, Linear Predictive Cpestral 
Coefficients, Mel –Frequency Cpestral Coefficients Linear 
Neural Networks, Multilayer Perceptrons, Generalized 
Regression Neural Networks, Classifiers. 

1. Introduction 

A major problem in speech recognition system is the 
decision of the suitable feature set which can accurately 
describe in an abstract way the original highly redundant 
speech signal. In non-metric spectral analysis, Mel-
frequency Cepstral Coefficients (MFCC) are one of the 
most popular spectral features in ASR. In parametric 
spectral analysis, the LPC Mel- Cepstrum based on an 
all-pole model is widely used because of its simplicity in 
computation and high efficiency [6]. Neural networks 
have seen an explosion of interest over the last few years, 

and are being successfully applied across an 
extraordinary range of problem domains, in areas as 
diverse as finance, medicine, engineering, geology and 
physics.  Indeed, anywhere that there are problems of 
prediction, classification or control, neural networks are 
being introduced. Neural networks are very sophisticated 
modeling techniques, capable of modeling extremely 
complex functions.  For many years linear modeling has 
been the commonly-used technique in most modeling 
domains, since linear models had well-known 
optimization strategies.  Neural networks also keep in 
check the curse of dimensionality problem that bedevils 
attempts to model non-linear functions with large 
numbers of variables. Neural networks learn by example.  
The neural network user gathers representative data, and 
then invokes training algorithms to automatically learn 
the structure of the data.  Although the user does need to 
have some heuristic knowledge of how to select and 
prepare data, how to select an appropriate neural 
network, and how to interpret the results, the level of 
user knowledge needed to successfully apply neural 
networks is much lower than would be the case using 
some more traditional non-linear statistical methods.  
 
Neural networks are also intuitively appealing, based as 
they are on a crude low-level model of biological neural 
systems.  In the future, the development of this neuro-
biological modeling may lead to genuinely intelligent 
computers.  Meanwhile, the simple neural networks 
modeled by Trajan already add a significant weapon to 
the armory of the applied statistician. Neural networks 
have been used in conjunction with speech recognizers in 
various ways for automatic speech recognition. Tamura 
and Waibel [13] applied a neural network to reduce noise 
in speech signals. Barbier and Chollet [9] used a neural 
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network and a dynamic time warping (DTW) algorithm 
for speaker-dependent word recognition in cars. 
Sorensen [12] used two neural networks in tandem for 
both noise reduction and isolated word recognition under 
F-16 jet noise. Huang [10] used a set of neural networks 
to establish a non-linear mapping function between two 
speakers. This paper describes a method for estimating a 
continues targets for training patterns of NNs based on 
the Generalized Regression Neural Networks and the 
performance is compared with the performance of Linear 
and Multilayer Perceptrons.   

2. System Concept 

2.1. Dataset 

A sequence of 10 isolated digits (0, 1, 2, …, 9) voices 
from 35 different speakers (20 Male and 15 Female)  
were recorded. So there are 350 wave files. We divided 
them into two separate parts, 20 speakers (200 wave 
files) for training and 15 remaining speakers (150 wave 
files) for testing. So the ratio of train to test is 4:3.  

2.2 Preprocessing 

The speech signals are recorded in a low noise 
environment with good quality recording equipment. The 
signals are samples at 11kHz. Reasonable results can be 
achieved in isolated digit recognition when the input data 
is surrounded by silence. 

2.3 Sampling Rate 

150 samples are chosen with sampling rate 11kHz, which 

is adequate to represent all speech sounds. 

2.4 Windowing 

In order to avoid discontinuities at the end of speech 
segments the signal should be tapered to zero or near 
zero and hence reduce the mismatch.  

3. Feature Extraction  

The goal of feature extraction is to represent speech 
signal by a finite number of measures of the signal. This 
is because the entirety of the information in the acoustic 
signal is too much to process, and not all of the 
information is relevant for specific tasks. In present 
Speech Recognition systems, the approach of feature 
extraction has generally been to find a representation that 
is relatively stable for different examples of the same 
speech sound, despite differences in the speaker or 

various environmental characteristics, while keeping the 
part that represents the message in the speech signal 
relatively intact.  

 
Linear predictive coding (LPC) is a tool used 

mostly in audio signal processing and speech processing 
for representing the spectral envelope of a digital signal 
of speech in compressed form, using the information of a 
linear predictive mode. It is one of the most powerful 
speech analysis techniques, and one of the most useful 
methods for encoding good quality speech at a low bit 
rate and provides extremely accurate estimates of speech 
parameters. LPC analyzes the speech signal by 
estimating the formats, removing their effects from the 
speech signal, and estimating the intensity and frequency 
of the remaining buzz. The process of removing the 
formants is called inverse filtering, and the remaining 
signal after the subtraction of the filtered modeled signal 
is called the reside. 

 
The number which describe the intensity and 

frequency of the buzz, the formants, and the reside 
signal, can be stored or transmitted somewhere else. LPC 
synthesizes the speech signal by reversing the process: 
use the buzz parameters and the residue to create a 
source signal. Use the formants to create a filter (which 
represents the tube), and run the sources through the 
filter, resulting in speech. Because speech signals vary 
with time, this process is done on short chunks of the 
speech signal, which are called frames; generally 30 to 
50 frames per second give intelligible speech with good 
compression. 

 
LPC is frequently used for transmitting spectral 

envelope information, and as such it has to be tolerant of 
transmission errors. Transmission of the filter 
coefficients directly is undesirable, since they are very 
sensitive to errors. In other words, a very small error can 
distort the whole spectrum, or worse, a small error might 
make the prediction filter unstable.  

 
LPC is generally used for speech analysis and 

resynthesis. It is used as a form of voice compression by 
phone companies, for example in the GSM standard. It is 
also used for secure wireless, where voice must be 
digitized, encrypted and sent over a narrow voice 
channel. 

In the LPC analysis one tries to predict nx on 
the basis of the p previous samples, 

 

  knkn xax '
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Then  paaa ,..........,, 21  can be chosen to minimize 

the prediction power pQ where 
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The most popular feature set has been the vector 

of Mel-frequency cepstral coefficients traditionally used 
also in speech recognition. MFCC’s are cepstral 
coefficients computed on a warped frequency scale based 
on known human auditory perception. In a typical MFCC 
processing, the first step is windowing the speech signal 
to divide the speech into frames. Since high frequency 
formants have smaller amplitude than low frequency 
formants, high frequencies may be emphasized to obtain 
similar amplitude for all formants. After windowing, 
FFT is used to find the power spectrum of each frame. 
Then perform filter bank processing to the power 
spectrum, which uses Mel-scale. Discrete cosine 
transformation is applied after converting the power 
spectrum to log domain in order to compute MFCC 
coefficients. 

 
Linear Predictive Coding is used to extract the LPCC 
coefficients from the speech tokens. The LPCC 
coefficients are then converted to cepstral coefficients. 
The cepstral coefficients are normalized in between -1 
and 1. The speech is blocked into overlapping frames of 
20ms every 10ms using Hamming window. 
 

LPCC was implemented using the autocorrelation 
method. A drawback of LPCC estimates is their high 
sensitivity to quantization noise. Convert LPCC 
coefficients into cepstral coefficients where the cepstral 
order is the LPCC order and to decrease the sensitivity of 
high and low-order cepstral coefficients to noise, the 
obtained cepstral coefficients are then weighted. 

 
16 Linear Predictive Cepstral Coefficients are 

considered for windowing. Linear Predictive Coding 
analysis of speech is based on human perception 
experiments. Sample the signal with 11 kHz. Number of 
frames are obtained for each utterance from LPC 
coefficients.  

 
Feature extraction consists of computing 

representations of the speech signal that are robust to 
acoustic variation but sensitive to linguistic content. The 
Mel-filter is used to find band filtering in the frequency 
domain with a bank of filters. The filter functions used 
are triangular in shape on a curvear frequency scale. The 
filter function depends on three parameters: the lower 
frequency, the central frequency and higher frequency. 
On a Mel scale the distances between the lower and the 

central frequencies and that of the higher and the central 
frequencies are equal. The filter functions are 

 

hl ffandffforfH 0)(  
 

cllcl fffforfffffH  )(/)()(  
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Mel frequency cepstral coefficients are found from the 

Discrete Cosine Transform of the Filter bank spectrum 
by using the formula given by Davis and Mermelstein 
[1980]. 
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Pj denotes the power in dB in the jth filter and N 
denotes number of samples. 

 
12 Mel frequency coefficients are considered 

for windowing. Mel-Frequency analysis of speech is 
based on human perception experiments. Sample the 
signal with 11 kHz, apply the sample speech data to the 
Mel-filter and the filtered signal is trained. Number of 
frames are obtained for each utterance from MFC 
coefficients. 

4. Recognition Methodology 

In multi-class mode such as the present case, each 
classifier tries to identify whether the set of input feature 
vectors, derived from the current signal, belongs to a 
specific class of numbers or not, and to which class 
exactly. For samples that can not be realized as a specific 
class a random class is selected.  

5. Classifiers 

Several classifiers are tested for mentioned dataset. 
The structures of successful classifiers in recognition are 
described in following subsections.  

5.1. Linear Networks: 

A general scientific principal is that a simple model 
should always be chosen in preference to a complex 
model, if the latter does not fit the data better.  In terms 
of function approximation, the simplest model is the 
linear model, where the fitted function is a hyperplane.  
In classification, the hyperplane is positioned to divide 
the two classes (a linear discriminant function); in 
regression, it is positioned to pass through the data.  A 
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linear model is typically represented using an NxN 
matrix and an Nx1 bias vector. 

 
A neural network with no hidden layers, and an 

output with dot product synaptic function and identity 
activation function, actually implements a linear model.  
The weights correspond to the matrix, and the thresholds 
to the bias vector.  When the network is executed, it 
effectively multiplies the input by the weights matrix 
then adds the bias vector. 

5.2. Multi-Layer Perceptron 

This is perhaps the most popular network architecture in 
use today, due originally to Rumelhart and McClelland 
(1986). The units each performed a biased weighted sum 
of their inputs and pass this activation level through a 
transfer function to produce their output, and the units 
are arranged in a layered feedforward topology.  The 
network thus has a simple interpretation as a form of 
input-output model, with the weights and thresholds 
(biases) the free parameters of the model.  Such networks 
can model functions of almost arbitrary complexity, with 
the number of layers, and the number of units in each 
layer, determining the function complexity.  Important 
issues in MLP design include specification of the number 
of hidden layers and the number of units in these layers.  
 

The number of input and output units is defined by the 
problem (there may be some uncertainty about precisely 
which inputs to use, a point to which we will return later.  
However, for the moment we will assume that the input 
variables are intuitively selected and are all meaningful).  
The number of hidden units to use is far from clear.  As 
good a starting point as any is to use one hidden layer, 
with the number of units equal to half the sum of the 
number of input and output units.  Again, we will discuss 
how to choose a sensible number later. 

5.3. Generalized Regression Neural Networks 

Generalized regression neural networks (GRNNs) work 
in a similar fashion to PNNs, but perform regression 
rather than classification tasks. As with the PNN, 
Gaussian Kernel functions are located at each training 
case.  Each case can be regarded, in this case, as 
evidence that the response surface is a given height at 
that point in input space, with progressively decaying 
evidence in the immediate vicinity.  The GRNN copies 
the training cases into the network to be used to estimate 
the response on new points.  The output is estimated 
using a weighted average of the outputs of the training 
cases, where the weighting is related to the distance of 
the point from the point being estimated (so that points 
nearby contribute most heavily to the estimate). 

 

 
Figure 1: Generalized Regression Neural Network 

Architecture. 
 
The first hidden layer in the GRNN contains the radial 
units.  A second hidden layer contains units that help to 
estimate the weighted average.  This is a specialized 
procedure.  Each output has a special unit assigned in 
this layer that forms the weighted sum for the 
corresponding output.  To get the weighted average from 
the weighted sum, the weighted sum must be divided 
through by the sum of the weighting factors.  A single 
special unit in the second layer calculates the latter value.  
The output layer then performs the actual divisions 
(using special division units).  Hence, the second hidden 
layer always has exactly one more unit than the output 
layer.  In regression problems, typically only a single 
output is estimated, and so the second hidden layer 
usually has two units. 
 
The GRNN can be modified by assigning radial units 
which represent clusters rather than each individual 
training case:  this reduces the size of the network and 
increases execution speed.  Centers can be assigned 
using any appropriate algorithm (i.e., sub-sampling, K-
means or Kohonen), and Trajan adjusts the internal 
weightings to take account. 
 
GRNNs have advantages and disadvantages broadly 
similar to PNNs - the difference being that GRNNs can 
only be used for regression problems, whereas PNNs are 
used for classification problems.  A GRNN trains almost 
instantly, but tends to be large and slow (although, unlike 
PNNs, it is not necessary to have one radial unit for each 
training case, the number still needs to be large).  Like an 
RBF network, a GRNN does not extrapolate. 

6. TRAINING PHASE 

 The networks are usually trained to perform tasks such 
as pattern recognition, decision-making, and motory 
control. The original idea was to teach them to process 
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speech or vision, similarly to the tasks of the human 
brain. Nowadays tasks such as optimization and function 
approximation are common. Training of the units is 
accomplished by adjusting the weight and threshold to 
achieve a classification. The adjustment is handled with a 
learning rule from which a training algorithm for a 
specific task can be derived.  The Linear, Multilayer 
Perceptron and Generalized Regression Neural Networks 
are trained for spoken digits for 20 speakers.  The 
learning rate is taken as 0.01, momentum rate is taken as 
0.3. Number of epochs are taken as 100. The Random 
Gaussian Method is chosen for initialization.  

6.1 Performance Evaluation 

In the training nearly all of described classifiers 
recognized training patterns performances are obtained 
with accuracy above or equal to 96.49%.  The 
performance for each classifier against two features have 
been computed and presented in Table 1.  

 

 

7. TESTING PHASE 

The same Linear, Multilayer Perceptron and Generalized 
Regression Neural Networks are trained for spoken digits 
for the reaming 15 speakers. The learning rate, 
momentum rate and the number of epochs chosen are 
same as in the training case. The initialization chosen is 
also same as that of training phase. 

7.1 Performance Evaluation 

In the testing nearly all of described classifiers 
recognized testing patterns with accuracy above or equal 
to 96.24%.  The performance for each classifier against 
two features have been computed and presented in Table 
2.  

 

 

8. CONCLUSION 

The Generalized Regression Neural Network architecture 
has been shown to be suitable for the recognition of 
isolated digits. Recognition of the digits is carried out in 
speaker dependent mode. In this mode the tested data 
presented to the network are different from the trained 
data. The 16 Linear Predictive Cepstral Coefficients with 
16 parameters from each frame improves a good feature 
extraction method for the spoken digits, since the first 16 
in the cepstrum represent most of the formant 
information. It is found that the performance of all 
classifiers for LPCC features exceeds the performance of 
all classifiers with MFCC features. The promising results 
are obtained both in the training and testing phases due 
to the exploitation of discriminative information with 
neural networks.  
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