
IJCSI International Journal of Computer Science Issues, Vol. 8, Issue 2, March 2011 583 

ISSN (Online): 1694-0814 

www.IJCSI.org 

 

Fusion Approach for Fingerprint Matching 

for Improved System Accuracy 

Zia Saquib1, Santosh Kumar Soni1, Varunkrishnan T. K.1, Anamika Singh1, Sukhdeep Singh Arora1 

 

 1Center for Development of Advanced Computing 

Mumbai, Maharashtra 400049, India 

 
 

 
 

 
 

Abstract 

In automated fingerprint identification systems, an 

efficient and accurate alignment algorithm in the 

preprocessing stage plays a crucial role in the performance 

of the whole system, affecting greatly the speed and 

accuracy otherwise.  

This paper proposes a fusion scheme (weighted sum) for 

aligning the enrolled and query images using modified 

ring model and cross correlation approaches. Both the 

methods align the pair of fingerprint images based on the 

single singular point (as a reference point). Matching is 

then performed using Euclidean distance based matcher. 

This model is tested on both publicly available (Cross 

Match Verifier 300 sensor) as well as proprietary 

(Lumidigm Venus V100 OEM Module sensor) fingerprint 

databases scanned at 500 dpi. The experiments show that 

this fusion approach improves the overall system accuracy: 

FNMR and FMR significantly dropped to 3.23% & 2.67% 

respectively for Cross Match Dataset and 0% & 1.33% 

respectively for Lumidigm Dataset. Hence, the 

combination of these two alignment methods effectively 

strengthens the performance of the matcher. 

 

Keywords: Fusion Matcher, Fingerprint Image Alignment, Ring 

Model, Cross Correlation, Euclidean Distance. 

1. Introduction 

Due to rotation, translation and scaling problems between 

the query (probe) and the enrolled fingerprints from the 

database, alignment becomes a necessary step in most of 

the fingerprint recognition systems. Keeping focus 

primarily on fingerprint image alignment, two different 

image-based alignment techniques are fused together. The 

two methods are: modified ring model and cross 

correlation, they are explained in detail in section 2. 

Fusion rule and experimental results are discussed in 

Sections 3 and 4 respectively.   

2. Alignment Approaches 

In this section, working principles and implementation 

details of the two alignment approaches are discussed. The 

two alignment methods are: modified ring model and cross 

correlation. They are discussed in sub-sections 2.1 and 2.2. 

2.1 Modified Ring Model-based Alignment 

Original Ring model, as in [1], aligns the fingerprints 

based on singular points and edge orientation. Singular 

point serves as a translation reference point and rotation 

center, and rotation angle is computed from the edge 

orientation around the singular point. The ring model also 

figures out how well the two fingerprint images are 

aligned by computing the angle difference. Based on this, 

the best alignment is selected out of several alignments. 

 

In this paper, we have modified original ring model to 

enhance the speed and effectiveness, while keeping the 

main idea intact, as was proposed in [1]. Firstly, while 

looking for reference points one in each enrolled and query 

images, (along and about which, the query image is 

translated and rotated, so that it can be aligned with the 

enrolled image), singularity points are detected in both the 

images using methods discussed in [5][6]. In case of 

multiple singular points, a bounding box of size 100x100 

is drawn around the centroid. The centroid is estimated 

with respect to the region of interest (ROI) of the image. 

The bounding box is used with an intention to narrow 

down the candidate singular points, as shown in Fig. 1. 

Further, in case of multiple selections, to pin down a single 

singular point, the singular point with the smallest y 

coordinate is selected as a reference point.     
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Working Principle of the original ring model is as follows: 

a ring with radius range = (20, 40) is selected [1], as 

shown in Fig. 2.  

 

 

 

 

 

 

 

 

 

 

 

 

The ring model determines the best rotation angle for the 

query edge image based on single singular point. 

According to Fig. 3, the line Li rotates in counter-clock 

direction at every 5 degrees. To calculate the direction 

difference between the Li and the intersection points Eij, 

formula in Eq. (1) is used: 

j

ijii DEDL
N

A )cos(
1

      (1) 

The Eq. (1) uses cosine value instead of sine value. This is 

because around a singular point, the direction difference 

(DLi – DEij) is often near 90°, at which the cosine value 

changes much faster than the sine value. Hence, the cosine 

formula is chosen for computing the A value so that it is 

more sensitive to the small changes in (DLi – DEij) than 

using the sine formula. After the Li rotates from i=0° to 

i=355 °  at 5 °  per step, the series of Ai values form a 

histogram [1]. By shifting the input image‟s histogram 

every 5 ° , the histogram difference between the enrolled 

image and query image (rotated) is computed. The optimal 

rotation for alignment is the shift that gives the minimum 

histogram difference. The alignment with the minimum 

histogram difference is selected as the final alignment. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4 and 5 shows the alignment results of the ring model, 

where the edge map of the query image is translated and 

rotated to obtain the best overlapping with the edges of the 

enrolled image. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Green dot as Centroid 

(w.r.t. ROI) 

Figure 1. Process to select a single reference point. 

Selected Core Point in a 

Bounding Box 

 (as a Reference Point) 

 
Figure 3. Rings of edges with intersecting line from ring 

center [1]. 

 

Figure 2. A ring with radius range = (20, 40). 

    

Figure 5. Translated (left) and Rotated (right) Query Image with 
      respect to Enrolled Image as shown in Fig. 4. 

 

Figure 4. Enrolled (left) and Query (right) Images. 
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2.2 Cross Correlation-based Alignment 

In this method, we achieve the best alignment between the 

given images in two phases by looking for the points that 

are maximally correlated with each other by computing 

correlation between the skeletonized images (enrolled and 

query, where enrolled images is treated as a reference 

image and query image as template): i) finding the best 

alignment by using correlation between the skeletonized 

images according to the translation, followed by ii) second 

alignment, wherein, we again use correlation between the 

skeletons to find the best alignment according to the 

rotation. Both the phases are shown in Fig. 7. 

The implementation closely follows the formula in Eq. (2) 

and evaluates the normalized cross correlation value γ at 

each point (u, v) for enrolled image „f‟ and the query 

image (as template) „t‟, which has been shifted by u steps 

in the x direction and by v steps in the y direction. Eq. (2) 

gives a basic definition for the normalized cross 

correlation coefficient [2][3][4]: 

 

      (2) 

 

Where, „ ‟ is the enrolled (reference) image, „ ‟ is the 

mean of the query image and „ ‟ is the mean of in 

the region under the query image. 

In Eq. (2), denotes the mean value of within 

the area of the query image (template)  shifted to , 
which is calculated by:  

       (3) 

 

„ ‟ is the mean of the query image „ ‟. The denominator in 

Eq. (2) is the variance of the zero mean image function 

 and the shifted zero mean template (query 

image) function . Due to this 

normalization,  is independent to changes in 

brightness or contrast of the image, which are related to 

the mean value and the standard deviation. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3. Fusion Scheme: “Weighted Sum” Rule 

The fusion engine combines the individual quality scores, 

which are the outcomes of the matchers, in principle, 

working with two different alignment modules. The engine 

then generates the final matching score used by the 

recognition system to finally decide whether the two 

impressions are same or not, as shown in Fig. 8. 

The fusion rule adopted here for combining the scores is: 

the „Weighted Sum Rule‟ [7][8]. In weighted sum rule 

(Ong et al., 2003; Nakagawa et al., 2006), a weighted 

factor is multiplied with the score and then sum is 

calculated as given in Eq. (4). 

 

                                                                                                   (4)  

 

Each matcher carries some weight, Wi, such that 

 The matcher weights are calculated through 

empirical calculations. In our case, we have assigned 70% 

weight to modified ring model and 30% to cross 

correlation. 

 

Same matcher has been used in both the cases, which, in 

principle, is based on the Euclidean distance [10][11]. 

  

Figure 6. Aligned and overlaid Enrolled and Query Images. 

  

 

Figure 7. (a) Enrolled Image, (b) Query Image, (c) Translated 

                Query Image, (d) Rotated Query Image. 

             (c)                     (d) 

                (a)              (b) 
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4. Experimental Results 

Publicly available [12] (Cross Match Verifier 300 sensor) 

and a proprietary (Lumidigm Venus V100 OEM Module 

sensor) fingerprint databases (@ 500 dpi) have been 

chosen as test data to assess the performance of this 

proposed fusion approach for aligning and matching a pair 

of fingerprints. The scheme is implemented in MATLAB. 

The experiments show that this fusion approach 

significantly improves the overall system accuracy: FNMR 

and FMR significantly dropped to 3.23% & 2.67% 

respectively for Cross Match Dataset and 0% & 1.33% 

respectively for Lumidigm Dataset. Few cases from 

experimental results in the form of comparison charts are 

presented in Fig. 13 and 14. The corresponding graphs are 

shown in Fig. 9, 10, 11 and 12. 

5. Conclusions 

In this paper, we have proposed a hybrid model for 

achieving highly accurate alignment of enrolled and query 

fingerprint images. Experimental results clearly advocate 

the fact that the two alignment methods in conjunction 

effectively strengthen the performance of the matcher. 

Though the fusion scheme could perform extremely well 

over the small datasets presented here, it needs to be 

confirmed and tested rigorously over full range of 

FVC2004 and other publicly available large datasets. This 

approach is all towards image-based matching techniques. 
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Figure 10. FMR: Cross Match Dataset. 

 

 

Figure 11. FNMR: Lumidigm Dataset. 

 

 
Figure 9. FNMR: Cross Match Dataset. 

 

Figure 8. Fusion Approach: Flowchart. 

 
Figure 12. FMR: Lumidigm Dataset. 
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MATCH 

Enrolled Image : 002_4_1 Query Image : 002_4_8 Ring Model : No Match Correlation : Match Fusion 

    

MATCH 

Enrolled Image : 003_4_1 Query Image : 003_4_6 Ring Model : Match Correlation : No Match Fusion 

    

MATCH 

Enrolled Image : 012_4_1 Query Image : 012_4_7 Ring Model : Match Correlation : No Match Fusion 

    

MATCH 

Enrolled Image : 012_5_1 Query Image : 012_5_6 Ring Model : Match Correlation : Match Fusion 

 

 
Figure. 13  Experimental Results. 
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NO 

MATCH 

Enrolled Image : 001_4_1 Query Image : 002_4_2 Ring Model  : No Match Correlation : No Match Fusion 

 
   

NO 

MATCH 

Enrolled Image : 006_4_1 Query Image : 007_4_8 Ring Model  : No Match Correlation : Match Fusion 

    

NO 

MATCH 

Enrolled Image : 012_4_1 Query Image : 012_3_8 Ring Model  :  Match Correlation : No Match Fusion 

    

NO 

MATCH 

Enrolled Image : 012_5_1 Query Image : 012_4_5 Ring Model  :  No Match Correlation : Match Fusion 

 

 Fig. 14  Experimental Results. 


