
An Application of Genetic Algorithm with Iterative 
Chromosomes for Image Clustering Problems 

 
Mr.R.Balakrishnan1, Mr.U.Karthick Kumar2 

 
1Assistant Professor & Head 

Department of MCA & Software Systems 
VLB Janaki Ammal College of Arts and Science 

Coimbatore, Tamil Nadu, India -641042 
 
 

2Assistant Professor  
Department of MCA &  Software Systems 

 VLB Janaki Ammal College of Arts and Science 
Coimbatore, Tamil Nadu,India -641042 

 
 
 

 

Abstract 
Many heuristic algorithms have been applied to the clustering 
problem, which is known to be NP Hard. This paper represents a 
Genetic Algorithm for clustering on image data. Genetic 
algorithms have been used in a wide variety of fields to perform 
clustering, however, the technique normally has a long running 
time in terms of input set size. This paper proposes an efficient 
genetic algorithm for clustering on very large data sets, especially 
on image data sets. In this study, a heuristic method based on 
Genetic Algorithms (GA) is adopted to automatically determine 
the number of cluster centroids during unsupervised 
classification. Efficient time techniques are used as a performance 
measure for clustering on image data. This paper compares 
Genetic algorithm with K-Means algorithm for clustering on 
image data. 
 

KeyWords: Data Mining, Clustering, K-means algorithm, 
Genetic algorithm,  Image data, Heuristic method. 
 

1. Introduction 
 

Data mining techniques are the result of a long process of 
research and product development [20]. This evolution 
began when business data was first stored on computers, 
continued with improvements in data access, and more 
recently, generated technologies that allow users to 
navigate through their data in real time. Data mining takes 
this evolutionary process beyond respective data access 
and navigation to prospective and proactive information 
delivery. Data mining is ready for application in the 
business community because it is supported by three 
technologies such as Massive data collection, Powerful 
multiprocessor computers and Data mining algorithms 
[11]. Data mining deals with large databases that impose 
on clustering analysis additional severe computational 
requirements. Cluster analysis is mainly conducted on 
computers to deal with very large scale and complex 
datasets. With the development of computer based 
techniques, clustering has been widely used in data mining, 
ranging from web mining, image processing, machine 

learning, artificial intelligence, pattern recognition, social 
network analysis, bioinformatics, geography, geology, 
biology, psychology, sociology, customers behavior 
analysis, marketing to e-business and other fields[14]. 
 

The task of grouping data points into clusters of "similar” 
items are a form of unsupervised learning that has 
applications in many fields. For instance, current 
techniques used for machine vision require processing of 
digital information obtained from pixels [2]. A very 
important step in this digital information processing is to 
group the data in some fashion so that patterns can be 
recognized. Clustering can be used for this task. In the 
medical field, clustering of data can be used to determine if 
a drug provides greater benefits to a certain group of 
patients. Grouping of information is used in the 
engineering field to determine what factors lead to the 
failure of a component in a system [14]. And in marketing, 
data clustering can give a clearer picture of how to focus 
an advertising campaign to the proper audience. The 
concept of clustering has been around for a long time. It 
has several applications, particularly in the context of 
information retrieval and in organizing web resources. The 
main purpose of clustering is to locate information and in 
the present day context, to locate most relevant electronic 
resources [3]. The research in clustering eventually led to 
automatic indexing as well as to retrieve electronic records. 
Clustering  method  in  which  we  make group of objects 
that are somehow similar in characteristics. 
 

The ultimate aim of the clustering is to provide a grouping 
of similar records. A clustering is essentially a set of such 
clusters, usually containing all objects in the data set. 
Additionally, it may specify the relationship of the clusters 
to each other, for example a hierarchy of clusters 
embedded in each other. Clustering can be roughly 
distinguished by hard clustering in which each object 
belongs to a cluster or not and soft clustering in which each 
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object belongs to each cluster to a certain degree e.g. a 
likelihood of belonging to the cluster. This paper will 
discuss the use of Genetic Algorithms (GA) for the task of 
clustering data. The running time for most clustering 
becomes quite large as the size of the input data set 
increases. Here, the application of GA algorithm for 
clustering on very large data sets, such as image data sets, 
will be addressed. The paper is organized as follows. In 
section II we explain related work, in section III, we 
review the clustering techniques. In Section IV-we 
describe clustering problems and in section V detail 
Genetic algorithms for clustering on very large data sets. In 
section VI describe performance analysis and conclusions 
describes in section VII. 
 

2. Related work 
 

Clustering has become a widely studied problem in a 
variety of application domains, such as in data mining and 
knowledge discovery [1], [2] statistical data analysis [3], 
[4] data classification and compression [6], medical image 
processing [5] and bioinformatics [6]. Several algorithms 
have been proposed in the literature for clustering [7], [8]. 
A. L. Abul is explained about Cluster Validity Analysis 
Using Sub sampling [10]. The objective of all clustering 
algorithms is to divide a set of data points into subsets so 
that the objects within a subset are similar to each other 
and objects that are in different subsets have diverse 
qualities [11], [12], [13]. Bradley and Fayyad have 
proposed an algorithm for refining the initial cluster 
centers. Not only are the true clusters found more often, 
but the clustering algorithm also iterates fewer times [15]. 
Some clustering methods improve performance by 
reducing the distance calculations. For example, Judd et al. 
proposed a parallel clustering algorithm P-CLUSTER [16] 
which uses three pruning techniques. 
 
The K-Means algorithm [7] is well known for its efficiency 
in clustering large data sets. Fuzzy versions of the k-means 
algorithm have been reported in Ruspini [9] and Bezdek, 
where each pattern is allowed to have membership 
functions to all clusters rather than having a distinct 
membership to exactly one cluster. Kanungo et al. [17] 
proposed a filtering algorithm which begins by storing the 
data points in a k-d tree. For each node of the tree 
maintaining a set of candidate centers, they will be pruned, 
or filtered as they are propagated to the node’s children. 
Kanungo et al.’s implementation of the filtering algorithm 
is more robust than Alsabti’s, because Alsabti’s method 
relies on a less effective pruning mechanism based on 
computing the minimum and maximum distances to each 
cell.  
 
Ming-Chuan Hung, explained about an Efficient k-Means 
Clustering Algorithm Using Simple Partitioning [20]. The 
Genetic algorithm described in [18] uses a multi step 
procedure. The authors refer to this procedure as a semi 

supervised form of learning. In [19] a GA is used to solve 
the clustering problem for a data set of geographical data. 
Similarly, Yan-He Chen [22] describes about Genetic 
algorithm for Aerial image clustering. Bandyopadhyay, S., 
and Maulik describes Genetic algorithm for clustering 
using application of image classification by automatic 
evolution [24]. Rothlauf. F explained  uses of genetic 
algorithm and evolutionary algorithms[23]. Yang, G., 
Reinstein define new genetic algorithm for optimisation 
problem[26]. 
 
3. Clustering Analysis 
 
Cluster Analysis groups data objects  based on information 
found  in the data that describes objects and its 
relationship. The  main goal of clustering is that a object 
within a group be similar to one another and different from 
the objects in other groups. The similarity within a group 
and the difference  between the groups defines the 
clustering. 
 

3.1 Types of Clustering 
 

Cluster and clustering have different meaning. Cluster is a 
collection of objects and collection of clusters is referred as 
clustering and it has various types which have been 
mentioned below: 
 
Hierarchical Cluster: Set of nested cluster which is 
organised as a tree. Each node in the tree refers clusters 
while parent is a main cluster and its children are 
subclusters and the root is a cluster containing all the 
objects. 
 

Partitional Clustering: Set of data objects which is 
unnested non – overlapping subsets called clusters such 
that each data object have exactly one subset. 
 
Exclussive Clustering: It assign each object to a single 
cluster. 
 

Overlapping Cluster: Object in a data set may belongs to 
more than one group. It also called non-exclussive 
clustering which is used an object is between two or more 
clusters and assigned to any of these clusters. 
 

Fuzzy or Soft Clustering: Every objects belongs to every 
cluster and hold value in between o or 1. Sum of value of 
object is 1 then it is absolutely belongs to that group and 
sum of value of object is 0 then it is absolutely not belongs 
to that group. 
 

Complete Clustering: Assign all objects to cluster. 
 

Partial Clustering: Not assign all objects to cluster when  
some objects in data sets may not belongs to group. 
 

 
 

IJCSI International Journal of Computer Science Issues, Vol. 9, Issue 1, No 1, January 2012 
ISSN (Online): 1694-0814 
www.IJCSI.org 61

Copyright (c) 2012 International Journal of Computer Science Issues. All Rights Reserved.



3.2 Types of Cluster 
 

Cluster groups define valid set of groups. There are several 
different cluster group are in practice such as  
 
Well Seperated Cluster: A cluster is a set of objects 
which each object is very similar to other objects within a 
cluster and not similar to objects in other clusters. 
 
Prototype Based Cluster: Prototype of a object is called 
centroid. A cluster is a set of objects in which each object 
is closer to prototype than to the prototype of other cluster. 
 
Graph Based Cluster: If data is represented as a graph 
then group of object are connected to one another but no 
connection to outside group objects. 
Density Based Cluster: If a cluster is a dense region of 
objects then it is seperated from other and it surrounded by 
a region of low density. 
 
Conceptual Cluster: A cluster as a set of objects that 
share some property example: it share some closest 
centroid value. 
 

3.2 Cluster Techniques  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
              

Figure. 1 Clustering Techniques 

Bustos and Sellier categorise a number of  lustering 
techniques (Figure 1) and show the K-means and the C-
means to be amongst the most popular [25]. Cluster 
analysis has become an important technique in exploratory 
data analysis, pattern recognition, machine learning, neural 
computing, and other engineering. The clustering aims at 
identifying and extracting significant groups in underlying 
data. The four main classes of clustering algorithms are 
partitioning methods, hierarchical methods, density based 
clustering and grid-based clustering. 
 
In the field of clustering, K-means algorithm is the most 
popularly used algorithm to find a partition that minimizes 
mean square error (MSE) measure.  Although K-means is 
an extensively useful clustering algorithm, it suffers from  
several drawbacks. The objective function of the K-means 
is not convex  and hence it may contain local minima. 
Consequently, while minimizing the objective function, 
there is possibility of getting stuck at local minima (also at 
local maxima and saddle point)[25]. The performance of 
the K-means algorithm depends on the initial choice of the 
cluster centers. Besides, the Euclidean norm is sensitive to 
noise or outliers. Hence K-means algorithm should be 
affected by noise and outliers. In addition to the K-means 
algorithm, several algorithms, such as Genetic Algorithm 
(GA) have been used for clustering. 
 

4. Clustering Problem 
 
The diversity of applications for clustering has lead to 
many problem definitions. The objective of all clustering 
algorithms is to divide a set of data points into subsets so 
that the objects within a subset are similar to each other 
and objects that are in different subsets have diverse 
qualities [11], [13], [20]. The fact that there are many 
different methods used to quantify the similarity and 
diversity of data points leads to the many different 
variations of the problem. For our comparison, we defined 
the clustering problem as the task of dividing an input data 
set into a desired number of subgroups so that the 
Euclidean distance between each data point and its 
corresponding cluster center is minimized. This is a very 
common method of defining the clustering problem. Total 
distances of each point to its cluster center is known as the 
total distance measurement of the clustering and is 
calculated as shown in (1).  
 

 

In this formula n is the number of clusters, x represents a 
data point, Ck represents cluster k, mk represents the mean 
of the cluster k, and A is the total number of attributes for a 
data point. This formula simply calculates the Euclidean 
distance of each point in the input data set to its cluster 
center. It minimizes the total distance measurement of a 
clustering leads to an optimal cluster solution. This 
definition, like all clustering definitions, requires finding 

(1)

Crisp  Partition Fuzzy  Partition 

Clustering Techniques 

H - Means

HK-Means 

Mountain

Metaheuristic 

K - Means
C - Means

GK - Means

LAMDA 

Metaheuristic

Solution : Partion Matrix 

Tabu Search 

Simulated Annealing 

Genetic Algorithm

Solution : Cluster Centers

Tabu Search

Simulated 

Genetic Algorithm
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an optimal collection of subsets for a group of data points. 
This class of problem is known to be NP-Hard. Work has 
been done to develop both approximate and exact solution 
algorithms for solving various clustering problems [23] but 
the solutions appear to be impractical, as either the number 
of data points in the input set or the number of clusters 
desired becomes large. As a result, there have been a wide 
variety of heuristic algorithms developed for this clustering 
problem. These algorithms do not guarantee any quality in 
the solutions they find but they do run in polynomial time 
with respect to the number of objects in the input data set 
and the number of desired clusters. 
 
5. GENETIC ALGORITHMS 
 
Genetic Algorithms (GA), first proposed by John Holland 
in the 1975s, are a category of EC that use concepts 
derived from evolution. Proper application of a GA finds a 
balance between exploration and exploitation of a given 
optimization problem's search space. First, a population of 
chromosomes is created an initialized. These chromosomes 
each contain a collection of genes and each gene has a 
value. A single chromosome is an encoded version of a 
solution to the problem that the GA is attempting to 
optimize. The GA performs exploration or exploitation of 
the problems search space by evolving the population of 
chromosomes through a series of generations. During each 
generation of the GA, parent chromosomes are selected 
from the population. These parent chromosomes are 
combined to form children chromosomes and then the 
child chromosomes are mutated. In a generational type 
GA, an entirely new population for each generation is 
formed by creating multiple child chromosomes. For a 
steady state GA, the child chromosomes are used to replace 
members of the current population but a new population is 
not formed during each generation. 
 
A very important step in the GA is the selection of parents 
for the next generation of chromosomes. In order to 
provide a guided search, which is appropriate for the given 
optimization problem, the selection of parents needs to be 
based on the quality of the solution that their chromosomes 
represent. A property called fitness is used to quantify the 
quality of a given solution and a fitness function is used to 
calculate the fitness value of each chromosome in a given 
population before parent selection is made. A variety of 
different selection methods are used by GA but they all use 
the principle that higher fit chromosomes are more likely 
to be chosen as parents. This fitness selection provides the 
GA direction for the search of an optimization problems 
search space. 

 

 

5.1 A Genetic Algorithm On Image Data 

GA has been successfully implemented for various 
clustering problems using different chromosome encoding 
schemes and fitness functions. A GA performs clustering 
on an input set of data objects so that supervised learning 
can be applied to predict class labels in the second step. 
The input for the GA is a set of data objects that have both 
numeric and label attributes and a desired number of 
clusters. The goal of the GA is to produce clusters of data 
objects that minimize cluster dispersion and are as pure as 
possible in relation to the label attributes. The GA uses a 
two component fitness  function where the first component 
measures within cluster variance using a distance metric 
and the second component measures the similarity of the 
labeled attributes of the data objects. 
 

A very large input data set can be preprocessed to make a 
representative set that can be used by the algorithm for 
better time and space efficiency. In GA implement two 
alternate preprocessing methods for clustering algorithm 
such as  
  

 The first Preprocessing method used random 
sampling to obtain a data set with fewer points. 
This reduced data set was then used in evaluating 
the fitness of the chromosomes.  

 The second preprocessing method used 
summarization of the input data set and is based 
on the work presented in reference [21].  

 

For this method, a grid is first constructed and then the 
input data set is applied to this grid. A single point location 
and corresponding weight is calculated for each region 
defined by the grid. The location of the representative point 
is chosen as the mean value of all the points in the region 
and the weight of the representative point is equal to the 
number of points that it replaces. 

5.2 Pseudocode for Genetic Algorithm 

Here, we take n number of chromosomes for n number of 
centroids,m number of Samples Sj and Sj

i is jth sample 
assigned to ith chromosome. We take maximum iteration to 
found best fitness solution(F). In search space at each 
iteration it simultaneously found objects on label as La and 
input attribute as Ia. First chromosome is consider as a 
parent chromosome and in each iteration it build child 
chromosomes. Below are GA rule to find cluster 
construction. 

 

Genetic Algorithm is more efficient because final solution 
is evaluated by frequensy of fitness value and samples 
matching value. 
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Figure. 2 Pseudocode for Genetic Algorithm 

6. Performance Analysis 
 

Clustering is an important task with applications in many 
fields. Heuristic algorithms are used for this task in an 
attempt to provide acceptable results, both in terms of 
solution quality and running time, because all of the non-
trivial clustering problem variations are NP-Hard. In this 
paper comparison are done by using preprocessing 
techniques and performance measure for these algorithms 
are done on the basis of time. In K-means algorithm at 
different runs it produces poor results when the initial 
centroids are choosing randomly. It is important to realize 
that the choice of the initial centroid has a huge effect on 
the final result. K-means algorithm for multiple runs on 
large data sets is not work and it take more time to 
complete. For clustering on very large data sets, such as 
image data sets, the size of the associated databases makes 
it necessary to modify traditional GA because of their slow 
running times and combinations of input and label 
attributes. 

Here, comparisons is done on two data sets first one is 
Artificial data sets created manually and it contains groups 
of color points. Genetic and K – means algorithm are 
applied to this data sets and clustering group of data by  
different colors. Second real group of image data sets is 
taken from google image. Two data sets contain six 
numerical attributes with values between 0 and 255. Each 
data set contains n points with the points centered around k 
cluster centers or chromosomes. The k cluster centers are 
first allocated by randomly and each of the six attributes 
values from a range of  0 to 255 is uniformly allocated in 
k- means algorithm and randomly allocated in Genetic 
algorithm. To calculate the minimum distance(D) between 
two cluster points is defined by D/r, where r is a variable  
used to define cluster.This process is repeated until it reach 
data points and clusters.Below are some sample images are 
done by experiments. 
 

 

Figure. 3 Original Image taken from Google. 

 

Figure. 4 Using GA to group red space. 

Step 1: Initialize n number of chromosomes to n    
             number of centroids. 
Step 2: Iteration(I)<=MaxIter 
Step 3: Parent Chromosome Pi is selected randomly. 
Step 4: Method1<=n 
Step 5: Randomly select one sample in multi  
            dimensional space. 
Step 6: Sample j is assigned to chromosome i by 
                 
 
Step 7: Sj

i value is either 0 or 1 
 If Si

j =1, Sample is matched to ith 
chromosomes. 

 If Si
j = 0, Sample j belongs to some other 

chromosomes. 
Step 8: If Chromosomes matched then fitness value of 
sample j to input attribute is  calculated by 
 
 
Step 9: Fitness value of sample j for Label attribute   
            is 
 
 
 Step 10: Step 4 to Step 9 is repeated until Method1  
               reaches n  samples in search space. 
Step 11: Fitness value for chromosome i is calculated by 
 
 
 Step 12: Repeat step 2 to step 10, until reach MaxIter. 
Step 13: Finally, find minimum fitness value from the 
solution of each iteration by using frequency as 
                             

Sj
i= 1/ni{loga(La)*loga(Ia)}. 

Fj(Ia) = 1/Sj
i(Ia/ni). 

Fj(La) = 1/Sj
i(La/ni). 

Fj
i = 1/ni{Fj(Ia)*Fj(La)}. 

F=Min{1/n(f|Fji-Sj
i|2,0}. 
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Figure. 5 Group red space using GA view in black and white. 
 

 
 

Figure. 6 Using GA to group green space. 
 

 
 

Figure. 7 Group green space using GA view in black and white. 

 
 

Figure. 8 Using GA to group blue space. 

 

Figure. 9 Group blue space using GA view in black and white. 

  
Table 1: Results On Artificial Data Set 

 

Input set Algorithm 
Running 
Time(sec) 

Distance 
Measurement 

3 Centroids 
1000 points 

GA 230 5.23x104

K-means 219 7.89 x 104

5 Centroids 

10000 points 

GA 457 4.56 x 105

K-means 512 2.34 x 106

7 centroids 

20000 points 

GA 890 8.27 x 108

K-means 2023 1.10 X 1010
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Table 2: Results On Real Image Data Set 

 

Input set 
 

Algorithm 

Running 
Time(sec) 

Distance 
Measurement 

3 Centroids  

500 images 

GA 153 3.87 x105

K-means 127 7.56 x 105

5 Centroids 

1000 images 

GA 296 8.90 x 105

K-means 313 2.23 x 106

7 centroids 

2000 images 

GA 789 9.27 x 107

K-means 1567 3.43 X 109

 

Figure. 10 Performance Analysis for running time using 
Artificial Data Sets 

 

 
Figure. 11 Performance Analysis for distance measurement using  

Artificial  Data Sets 
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Figure. 12 Performance Analysis for running time usingArtificial Data 
Sets 
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Figure. 13 Performance Analysis for distance measurement using 

Artificial  Data Sets 
 

7. Conclusion 
 

The clustering performance of the two algorithms has been 
evaluated using real world and artificial data sets. The 
satisfactory results have demonstrated the effectiveness of 
the two algorithms in discovering structures in data. The 
scalability tests have shown that the two algorithms are 
efficient when clustering. But for large complex data sets 
in terms of number of records and the number of clusters 
GA shows better result as compared to k-means algorithm. 
The summary preprocessing method that  prevent the creation 
of representative points for regions that contained  less than a 
certain minimum threshold of points. This refinement 
removes the negative effect that outlier points have on the 
clustering quality. It makes the GA run faster than k-means 
algorithm because there would be fewer points in the 
processed data set. 
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