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Abstract 
The occupation of space is a recurring problem in many areas for 
constraint satisfaction and optimization. The used approaches tend 
to privilege the optimization or the satisfaction without leading to 
a general solution. In spite of the success of the few methods of 
space occupation problems, it can be interesting to consider new 
ways for resolution, in particular methods resulting from Artificial 
Intelligence techniques. Because the problem is NP-complex, one 
possibility of overcoming this complexity is to distribute it across 
multiple processing units and adopt an appropriate form for 
decision-making. To construct and evaluate possible solutions for 
this class of problems, we propose in this paper a general 
architecture that can accommodate several approaches for 
resolution through agglomerates of specialized solvers. On this 
basis, a general model of agent solver is provided. The 
competences and interactions of agents will be studied and 
classified according to space occupation problem types. One case 
is presented here, the resolution by coalition.  
Keywords: Space Occupation, Constraints, Satisfaction, 
Optimization, Coalition, Artificial Intelligence, MAS (Multi-Agent 
System), DSCSP (Distributed Space CSP). 

1. Introduction 

The Space Occupation Problem (SOP) consists of 
placement of objects in a preset space with respect to a set 
of imposed constraints; some declared and others not; 
which appears at the installation time. Such occupation 
must be optimal. The mathematical models dealing with 
this problem privilege the optimization aspect (occupied 
space minimization, for example) without explicating or 
explaining the constraint satisfaction aspect. In fact, the 
expression of constraints is reduced to an evaluation 
function that is inadequate in the most cases. Because, the 
space is simplified in fixed zones (places) and the effort is 
focused on the assignment cost, the problems with non-
numeric expression of constraints can’t be resolved. So, the 
modeling cannot understand the problem as an objects 
assignment to a set of places. 
Many of these problems, undertaken by traditional 
processing, are confronted with a realistic representation of 
constraints and objectives. Models as linear programming 
that require to translate the constraints in equations or 
statistical models that deal with the problem in term of 
classification or models based on physical phenomena 
(Annealing simulated) [1], confirm the difficulty to 

generalize the expression of constraints in a numeric aspect. 
More recently, Thierry Petit and al. [2] study the 
propagation of side constraints to solve problems. They 
provide a theoretical and experimental comparison of two 
main approaches for encoding over-constrained problems 
with side constraints. Even if their work is oriented 
constraint programming, the resolution is still problem-
dependent.  
Generally, constraints are used under an imposed numerical 
structure that doesn’t allow several specialized procedures 
to cooperate. Indeed, constraints like “objects using water 
must be placed as far as possible from any electrical 
instrument” or “the object A must be seen by the object 
B” introduce inaccuracy and ambiguity and claim 
representation techniques and reasoning supported by 
Artificial intelligence (A.I.) approaches [3,4]. In this sense, 
the authors in [5] provide an expert approach system in 
firms. 
The problem is NP-complex, thus we can’t postulate that 
only the algorithm performance will be able to overcome 
the complexity, in spite of the efforts provided in [6]. Some 
models based on elementary behaviors of reactive agents 
(i.e ACO and PSO []) had succeeded for certain problems. 
Whereas other more complex models (cognitive agents) 
inspired from human behaviors like negotiation, 
cooperation and game theory still offer approaches to 
reduce the problem difficulty. These approaches are 
promising for several reasons such as the expression power 
to integrate qualitative constraints, need for cooperation 
between different types of knowledge and modeling by 
using the “Agent” paradigm [7].  
Generally, the SOP is assimilated to a Constraint 
Satisfaction Problem (CSP). Constraints are treated on a 
scale of “severities” incorporating the preferences. The 
priority is to find solutions satisfying “severe” constraints 
then, order by preferences.  
This article presents a multi-agent architecture allowing to 
express user requests (demands and preferences) easily and 
naturally and to greet several communities of agents. Each 
community uses a specific approach for resolution. The 
goal is double: first, we search to solve CSP with 
optimization and second, we develop an “infrastructure” 
able to integrate more than one approach for the resolution. 
In the following section, we present the State of the art in 
the field. Section 3 exposes the detailed description of the 
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suggested approach. A presentation of negotiation and 
cooperation as a way to resolve the problem by an agents’ 
community based on the coalition will be given in section 
4. Section 5 provides an example to illustrate our method. 
Finally, we conclude by an optimistic note for work to 
come. 

2. Related work 

2.1 Space Occupation Problem (SOP) 

Generally, the space occupation problem is expressed by 
using a CSP or SCSP (Space CSP) [8,10]: Objects are 
identified by multidimensional variables. A variable would 
be, for example, a vector of position, orientation and object 
dimensions. In the most approaches, the constraints are 
expressed using geometrical relations. But there exist other 
constraint types representing topological and/or functional 
nature. According to several authors [8,12], the main 
difficulty to solve this problem comes from some aspects 
like the presence of constraints and objectives together. The 
hardness to optimize antagonistic criteria and to obtain a 
discrete formulation of the problem leads to NP-
Complexity or worse. 

2.2 Resolution Methods 

Traditional techniques: To solve this problem, some 
classical approaches were used. They can be classified in 
three main categories: The constructive approach which is a 
top-down approach type according to [8]. The iterative 
approach tries to improve an occupation of space starting 
from an earlier one by moving an object or by permuting 
two objects [10].The hybrid approach is a coupling, more or 
less extremely, of two preceding approaches. The basic 
algorithm is the chronological Backtrack [9]. But this 
mechanism produces a selectivity problem. Indeed, in the 
failure case, the algorithm reconsiders the last choice 
carried out, without worrying to know if this choice has any 
responsibility in the current failure. 

The distribution aspect, Resolution by MAS/DSCSP: 
A DSCSP uses the traditional definition of a SCSP, by 
adding the assumption that variables (or constraints) are 
managed by agents in order to satisfy constraints. 
Constraints can exist between variables of the same agent 
(intra-agent constraints) or variables of different agents 
(inter-agents constraints).  Solving the problem is usually 
seen like carrying out the coherence or the consistency of a 
multi-agent system. The resolution in a distributed 
environment allows a parallel processing; therefore time 
can be saved. But this implies the use of communication 
mechanisms efficiently in order to ensure the system 
coherence during the resolution. 

In its work, Yokoo [11] has adapted several algorithms: 
DBA, ABT... The agents are considered responsible for 
maintaining the environment update. Then, these 
approaches lead to obtain partial solutions quickly. It might 
be interesting for dynamic problems that require a great 
reactivity. 
Another approach based on cooperation was imagined by 
[12] in APO. The agents have a priority and cooperate 
during mediation meetings. When an agent cannot find 
consistent value with the more priority agents, it launches a 
mediation meeting or it changes its value and transmits it to 
its neighbors. Method ADOPT [13] has for principal 
application, distributed optimization under constraints. 
Each constraint is associated with a cost and each agent has 
to minimize the function ‘global objective’ (total cost). 
Since the purpose of the problem is a configuration 
(assignment of the variables) satisfying the constraints, [14] 
has imagined reaching this solution by emergence with 
agents’ auto-organization. Thus, the artificial system must 
fulfill an adequate function. To change function, just 
change the organization of the system components [26]. 
Several other authors propose the resolution of certain 
particular cases by organization and coalition [15,16]. 
 
The approaches above improve conventional algorithms by 
introducing the distribution and often in the guise of 
parallelism while admitting certain assumptions such as 
communication by messages according to Yokoo [11]. But, 
the majority of these systems encounter a problem on the 
communication level where it is necessary to manage a 
great number of messages generated by the agents. The idea 
of the solution emergence is interesting but the research of 
the specific adequate functions is very difficult. So we are 
looking for our approach to solve the problem by a 
collective decision by all agents using coalition and 
deliberation mechanisms. 

3. Suggested approach  

3.1 General architecture 

We present a MAS architecture allowing to adapt 
resolutions by using several types of agents, from a simple 
reactive (“reflex”) agent to a cognitive one  more complex. 
The recourse to a multi-Community architecture (figure 1) 
of contextual agents depending on the CSP categories is 
justified by several arguments: 1) the resolution is 
perceived as the effort of several units, each one contributes 
by a partial or total solution. 2) The interpretation of the 
problem expressed by the user belongs to the resolution. 
The presence of the highly cognitive agents is useful in the 
clarification of the user requests that are often too general. 
3) Adapting the algorithm to the problem (or the reverse) 
influences the solution’s quality. 4) The parallelism 
question, as reconsidered under the Distributed A.I. MAS 
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Paradigm, offers new possibilities to converge towards 
solutions adapted via: competition, cooperation, 
negotiation, organization… 
 
Our long-term goal is to offer a system model able to 
receive several communities of agents (solvers [17]), each 
one is specialized in the resolution of a class of problems. 
The community has its own behaviors and has its own 
methods of resolution. The Interface agent (Supervisor) 
deals with the interpretation of the initial problem and the 
contexts for the specialized communities. The solutions 
suggested by a community can be retained by the 
supervisor according to some evaluation criteria. A definite 
decision will be concerted with the user (figure 1). 
 

 
Fig. 1. General architecture of the MAS 

 
a. Types of agents 
User Agent (UA) : The User agent represents the user. He 
is the initiator of the problem in form of descriptions 
concerning space occupation, objects to be placed and the 
demands (constraints and objective). He communicates 
with the Supervisor agent through an interface.  
Supervisor Agent (SA): The Supervisor agent is a 
“mediator” between the communities of the solvers and the 
User agent. It represents descriptions and demands into a 
Base of facts and rules in predicate logic. By using rules of 
transformation, the requests are converted into “severe” 
constraints which must be respected obligatorily and into 
preferences that are hopes to be carried out as well as 
possible. The SA has the heavy task for selecting the 
community that would be “able” to solve the problem by 
using a set of problem categories and task announcements. 
So this agent has a diagram even an ontology enabling it to 
classify the problem (placement, cutting, routing…) and to 
suggest the community of suitable solvers. 
The Community of agents: A community consists of 
homogeneous agents equipped with competences and are 
specialized in the resolution of one or more classes of 
problems according to a resolution model (competition, 
cooperation…, (see section 4). 
 
b. Environments 

The choice of the environment and its properties is closely 
related to the CSP type and to the singularity of the 
community. In general, within the framework of a closed 
system, it is possible to determine neighbors for each agent. 
One way to formulate is to fix them initially since their 
creation. The choices, made during the construction of the 
neighbors, can orient a model in any direction. 

 
c. Interaction of agents within a community 
How agents interact and how they are organized make them 
to coordinate themselves, to cooperate or to negotiate. 
Coordination is an essential point, especially with respect to 
process implementation of the multi-agent models, to 
determine which does what and when is a non-trivial 
problem that can have infinity of solutions. Each one of 
them can appreciably modify results obtained from 
simulations [18]. Figure 2 recapitulates what will be 
integrated in the system. 
 

 
Fig. 2. Diagrams of interaction 

 
The decision theory, where an agent tries to maximize a 
criterion (called utility), is rather close to the game theory. 
The difference between decision and game theories is that 
the game theory takes into account the current situation and 
also the future choices of agents. The coalition formation is 
another approach used in interactions between agents. It 
acts, for gents confronted with a request, to make the 
individual compromise in order to reach a consensus for all 
parts (ideal case). Then, difficulty will define the 
communication protocol in an adequate way. The protocol 
must make agents exchange their current choices and 
modify them until realization of consensus (see section 4).  

3.2 Basic concepts common to agent communities  

In order to provide a general structure for the SOP 
resolution, we present here a description based on the 
following definitions: 
A placement space of two or three dimensions in which 
geometrical objects with possible functional and topological 
characteristics will be placed. The installation is governed 
by all constraints using characteristics of objects and space. 
The goal is to occupy space by installing all objects, 
satisfying constraints and carrying out objectives as well as 
possible. 
In the distributed version of a CSP, authors traditionally 
distribute variables or constraints on agents. Each agent is 
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given the responsibility to solve its problem locally while 
contributing to the global resolution. 
We consider that each agent deals with one object to place 
in the space (figure 3). 
 

 
Fig. 3. Occupation of space by agents (objects) 

 
3.2.1 Notations and definitions 

 
In our model, the physical world is abstracted in States, 
Actions and State Transitions caused by actions. 
A State is the assignment of all objects (agents) to places in 
the occupation space. A State Transition relates to the 
passage from one state to another. Lastly, an action is the 
way by which a transition will be realized. 
The resolution will be seen like series of transitions to pass 
from an initial State to a final State (solution).  
Let us consider the following definitions: 
E: space in 2D or 3D (e.g rectangle (x0, y0, xd, yd)) 
A = {A1,…An} set of agents (agent represents an object) 
S= {S0,…,Sm} set of States 
C = {c1,…,cp} set of constraints 
B= {b1,…,bq} set of objectives 
AC = {a1,…,ar} set of actions of agents  
An action aj is regarded as the joint action of all the agents:  
aj= (aj1,…,aji,…, ajn) where aji is the ith agent action. 
P= {p1,…,pt} set of plans 
A plan pi is a set of joint actions: pi = {a0, a1,…,ak} 
Actions: An individual action “a” of an agent is a change 
of its place in space E. This change can be performed using 
combination of geometrical operators like translation and 
rotation (in certain cases of design, the action can also be a 
change of object dimensions). 
For example (figure 4): 
a = (tu, tv, rw)  R3, if Pi = position occupied by Ai in E,  
Pi = (xi, yi, ti): location (xi, yi)  E and orientation ti of the 
local reference (object reference). 
a(Pi) = P’i : Change of place and orientation of Ai by 
application of  action a = (tu, tv, rw). 
Then P’i = (x’i, y’i, t’i) where x’i = x + tu, y’i = yi+ tv and 
t’i = ti + rw 
a0 = (0, 0, 0) is the action identity: the agent does not move. 

 
Place: A place for an agent is defined by a geometrical 
position Pi (Coordinates, Orientation) and object 
Dimensions. We note this place Pli = (Pi, Dgi), where Dgi 

are geometrical object dimensions (e.g. length and width for 
a rectangular object in 2D). 

 
Fig. 4. An object in a referential related to space E 

 
State: We define a State Sk like a triplet <PL

k
, C

k
, B

k
>:  

PL
k
= {Plk1,…,Plki,…., Plki} is all places occupied by agents 

in E (Plki is the place of agent Ai in Sk). 
C

k 
is the subset of satisfied constraints in the State Sk 

B
k 
is the subset of objectives achieved in the State Sk 

 
States’ Transition: A transition on States is defined by the 
(Sk, Sl) pair, and denoted SkSl, State Sl is regarded as a 
consequence of the action causing the SkSl transition on 
Sk. We note (SkSl) /aj to indicate the transition and its 
cause aj. 
 
3.2.2 Admissibility and optimality  
 
Admissibility: C is the set of “severe” constraints in the 
SOP with cardinal (C) =|C|= p. 
A constraint is seen like a relation (arcs on figure 3) 
between one or more agents. 
A State S = <PLs, Cs, Bs> is known as admissible if and 
only if Cs = C (situation where all the constraints are 
satisfied). 
Note: The relation “same set of satisfied constraints” is a 
relation of equivalence on the set of States S. Thereby, the 
admissible States constitute a class of equivalence by: 
“they have C like set of satisfied constraints”. Let Ea this 
class, Ea= {SS/S = <PLs, C, Bs.>}. 
 
Agent level satisfaction: If CAi indicates the set of 
constraints for agent Ai, then: iC

Ai = C   with AiA 
State S = <PLs, Cs, Bs> satisfying the agent Ai is said Ai-
admissible if and only if CAiC

s
. 

Generally, S = <PLs, Cs, Bs> satisfies a group of agents 

GA if  iC
Ai = C   with  Ai GA 

Notice (based on individual satisfactions of the agents): 
For any State S if i, CAiC

s 
then S is admissible. 

 
Optimality: The goal is to find an admissible State 
optimizing the objectives (preferences): These preferences 
can be regarded as less severe constraints, but it will pose a 
difficult problem: the optimization. Most of the applications 
propose optimization by seeking more adequate models. On 
our side, we suppose the existence of an evaluation function 
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measuring a realization degree for objectives. Thus, our 
problem is to define an evaluation function based on each 
agent’s appreciation. 
 
Appreciation: An agent can evaluate any State S according 
to the satisfaction of its own constraints, the remainder of 
constraints and objectives. Then, evaluation is defined by 
the function ju:.A x S[0,1]. 
ju (Ai, S) expresses a satisfaction degree (constraints and 
preferences) by agent Ai for State S. This value is calculated 
by the agent Ai taking into account its position in PLs, 
subset of satisfied constraints and objectives carried out, 
locally and globally. 

3.2.3 Elements of resolution 

To solve the problem, it is primordial to have Ea (set of 
admissible solutions). In this case, procedures must 
determine the optimal solution in Ea. 
Given the problem complexity, we emit two assumptions: 

- To prove the existence of Ea is not necessary to begin 
the resolution. 

- The optimal solution search is evaluated in terms of 
convergence on Ea (objectives are carried out on 
acceptable States rather admissible States) 

 
The search for an acceptable State: 

An Ai-k-admissible State is a State where k 
constraints are not satisfied (k: dissatisfaction 
degree) for the agent Ai. 
An Ai-admissible State is an Ai-0-admissible State (all Ai 
constraints are satisfied: k=0). 
A State is called acceptable if it is admitted 
admissible even if k ≠ 0. 
We will say that Ai and Aj are neighbors if there is at 
least a constraint between Ai and Aj. 
Let AGi the Ai neighbors’ set. 
We present a Pseudo-algorithm to filter the Ai-k-
admissible States with the smallest degree k: 

 
Notes: 
 All agents are executed in a parallel way; the 

algorithm provides the possible places when the 
domain is discrete. To avoid an intensive CPU 
time, the agent may save only the envelope of the 
Zik(Sa) zone and determine places by applying  
associated plans in time of need. 

 The Search Algorithm can also cover 
neighboring: Every acceptable State S  ESi for 
Ai must be validated by its neighbors (AGi) 

 
Ai-Optimal State: The first task of each agent is the 
generation of plans leading, at least, with Ai-k-admissible 
solutions. But with objectives, the agent will seek to 
propose the “best plan” within the meaning of the 
appreciation ju. 
The Ai-optimal State is Sopi such as: 
Sopi = arg(Max(ju (Ai,Si)))  with  Si  ESi (Ai-k-adm
We also note uji = ju (Aj,Si) for very SiESi :  the Si 

evaluation by the Aj agent 
 
4. Resolution Techniques  
 
Multi-criteria traditional techniques: With a utility 
function, the problem can be solved in a centralized way 
according to mathematical models and using the multi-
criterion techniques [19]. These techniques establish an 
order on some offered possibilities and the decision maker 
(human) has to arbitrate. Thus, in our case, the agents will 
be able to replace the decision makers and the problem will 
be multi-criterion and multi-decision makers.  
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Indeed, the numerical measurement of the agent utility is 
already a strong assumption compared to the simple 
classification of the available choices. The comparison of 
the utility of two individuals is even difficult. 
Why would a plan, appreciated with 0.8 by an agent and 0.5 
by another, be preferred with that respectively appreciated 
0.4 and 0.9? It is difficult to represent the importance of a 
decision maker by a weight in order to respect the general 
structure of these techniques. The disadvantage is that the 
aggregation procedures and criteria transformation into 
constraints are delicate to carry out especially when certain 
decision makers and interlocutors have no scientific culture. 
 
Negotiation / Cooperation: In order to build a model of 
negotiation by a multi-agent system, some elements must 
be defined. In [20], authors identify three components as 
being most fundamental: 
1- Negotiation Protocol: It is a set of rules managing the 

interaction. 
2- Negotiation Object: It consists of attributes on which  

agents wish to find an agreement 
3- Decision Strategy or model of the agents: It is a 

reasoning process used by agents, in agreement with 
negotiation protocol, to achieve their goals. In literature, 
there exist three great approaches of negotiation in the 
multi-agent systems [21] based on: 

 The game theory: it studies the behavior of a “rational” 
agent confronted with one (many) adversary during a 
game, in order to find an optimal strategy maximizing its 
own utility. Several protocols were studied [22]. The 
game theory also uses strong concepts of convergence 
based on the Nash equilibrium or the Pareto's optimum. 

 Heuristics: The lack of resources and time does not make 
it possible to elaborate a better policy by analysis with 
game theory. In order to mitigate these limits, the 
heuristic approaches try to reach acceptable 
approximations with the theoretical optimal results found 
by the game theory [23]. 

 Argumentation: The argumentation is an adequate model 
to represent the internal reasoning of an agent, and it is 
based on the construction of arguments. It considers the 
model interactions of multi-agent in form of dialogs [24].  

4.2 A proposition:  resolution by forming coalition 
among agents 

In a community of cooperative agents, an agent uses a 
coalition when it is unable to satisfy all its constraints, i.e. 
when it cannot find Ai-0-admissible States. Here’s an 
example of resolution based on the negotiation using an 
analysis by the game theory, among different other models 
of negotiation (cited above), that will be integrated in the 
system. As it is difficult to incorporate utilities of agents, an 
agent will seek an accepted plan (or plans) by all its 

neighbors. This plan must produce a State which is “better” 
or at least equivalent of the Actual State. The solution can 
be achieved with a Pareto's optimum (in the game theory): 
an agent cannot increase its utility if at least another utility 
agent is decreased. The protocol of negotiation is based on 
this principle [25]. The agent initializing the negotiation 
seeks the plans which it prefers. It transfers them by 
grouping and ordering to an agent close to its choice. The 
agent receiving plans, filters those “better” than the actual 
state, reorders them according to its utility, and sends them 
with the same procedure to an agent of its choice. The last 
agent selects the most interesting plan (or plans) that will 
constitute the Pareto's optimum. 

4.2.1 Definitions 

Coalition: A coalition is a subset S ⊆	A = {A1, … , An}, 
where A is the agents’ set  (2n − 1coalitions are possible). 
In DCSP and SOP contexts, the resolution by coalition was 
applied to several problems such as the task allocation, 
resource allocation… But the CSP differs from those 
problems that define coalition structure as a priori. Indeed 
in CSP there is a strong dependence, the agent choices are 
not fixed and change permanently by the others’ choices. 
Then, agents form a coalition around one or several 
constraints to find a solution. Several neighbor form a 
coalition and provide concerted action plans to satisfy the 
joint constraints as well as possible. 
Set of coalitions: a set representing a solution to the 
problem of coalitions’ formation. Agents form coalitions to 
satisfy constraints with objectives. It is about the set of 
plans which provides a State solution in our case. Then we 
denote by Group a set of coalitions’ sets.  
Context: the parameters taken into account in the problem 
(must be stable during the negotiation). 
Utility function: the utility function can be ordinal or 
cardinal. The cardinal associates a utility with a set of 
coalitions and a given context. The ordinal permits to 
compare two sets in a given context. In this case, to 
measure the utility of a State means to compare it with a 
reference State (see section 4.4). 
Reference State: The agents must know if they accept 
“States solutions”, so it is necessary that they can compare 
a State with what they are able to obtain during the 
negotiation. This minimum is the reference State. 

4.2.2 Negotiation Algorithm 

Each negotiation proceeds in three phases:  
Phase 1: Initialization of the negotiation and transfer of 
constraints. The initiating agent informs all the others that it 
begins a new negotiation. Any agent which will want to 
begin another from them will have to await the end of the 
actual negotiation. The initiating agent calculates all the 
possible coalitions. It gathers them in group of solution sets 
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and sends it to itself and/or to the agent which must begin 
the negotiation. 
 
Phase 2: Negotiation 
When an agent receives a group of sets: it preferably 
classifies by order (with its utility) the received sets in 
homogeneous groups. It classifies only the sets at least 
equivalent, with its reference State. Then, groups are sent to 
the following agent by a decreasing order. 
If all agents already took part in the negotiation (the agent 
is thus the last). So at least one of the sets received is 
acceptable, it considers the best set. This set is Pareto's 
optimum.  
 
Phase 3: Transmission of the solution 
Once the last agent identified a Pareto's optimum, it 
transmits this set to all agents which accept it as a solution 
of the negotiation. 

Resolution Steps for SOP: Due to the problem 
complexity, each agent works initially to satisfy its 
constraints. For those not satisfied, it will form a coalition 
with the agents implied in these same constraints. The 
problem looks like a “repetitive game”, the solution of the 
problem can be obtained using several negotiation rounds. 

1. A starting State So is given: 
Several heuristic can be used here, for example: 
 So is the first space occupation without constraints. 
 Since there is dependence, one can proceed by a 

sequential occupation: an order is established and each 
agent will seek the plan, by regarding the placed agents.  

2. With the reference State (So at the beginning), the 
algorithm (section 3.3.1) is carried out. Any agent Ai 
which is not able to propose an Ai-0-admissible State 
will seek to form a coalition with its neighbors. 

3. A coalition solves the problem by negotiation according 
to algorithm 4.2: 
Plans provided into 2. are considered and evaluated by 
each member of the coalition, the initiating agent of the 
negotiation orders plans by groups according to its 
utility and sends them to an agent of its choice, this one 
retains only those that provide “better” States and so on, 
to the last agent. Plans retained by the last will 
constitute the solution. If the State obtained is Ai-0-
acceptable for each Ai, then the negotiation is finished. 
If not the actual State will be regarded as reference State 
and it begins again since 2. 

4. Without improvement and at the end of a number 
predefined of negotiation rounds an agent decides to 
stop the formation of coalitions. 

 
4.2.3 Determination of agent utility function (SOP) 

We specify here how to calculate utility value uij by Aj 

agent for a plan pi suggested by the agent Ai. 

Although it is difficult to model this evaluation using a 
quantitative function, it is necessary to use certain 
indices:(i) Satisfaction rate of constraints relating to the 
agent, (ii) Potential utilization ratio, (iii) Total satisfaction 
rate and (iv) Satisfaction neighborhood rate. 
 
a. Definition of rates  
Let: 
S: actual state, 
E: Occupation Space,  
C: set of constraints,  
CAj: set of constraints of agent Aj,  
ZS

Aj: satisfaction zone of Aj in S,  
Cj

Si: satisfied set constraints of Aj in Si 
ai is action of Ai with ai(S) = Si;  (or (SSi)/ai) 
We call: 

 Relative satisfaction rate in Si: rij = 1 - |Cj
Si|/|C

Aj| 
 Potential utilization ratio in Si: zij = |ZS

Aj|/|E| 
 Total satisfaction rate in Si: gi = 1 - |CSi|/|C| 
 Satisfaction neighborhood rate: ni = 1 - |CAgj

Si |/|C| ; Agj 
is the set of  Aj  neighbors 

 
b. Utility 
We can model the utility uij that is an Aj judgment on the Ai 

action by using a linear combination as follows: 
uij = w1j*rij + w2j*zij + w3j*gi  (we use gi when all agents 
are linked by constraints, otherwise  ni) 

The term: w1j*rij + w2j*zij expresses the personal interest 
of the Aj agent 
The term: w3j*gi expresses the global interest 
Let: up

ij =rij + zij and ug
ij= gi 

If  w1j = w2j  = j and  w3j = j then   
uij = j*up

ij + j *ug
ij 

With j = 1 - j: the more one privileges the personal 
interest, the more it ignores the global interest and vise-
versa (j[0,1]). 
Finally: uij = j*up

ij + (1 - j)*ug
ij 

Each Aj agent adopts its own strategy (choice of j) to 
calculate its preference (i.e. j= ½ is a neutral strategy) 

4.2.4 Discussion  

In our open architecture, we can use any form of 
cooperation. So, we use a Generic Cooperation-based 
Method definition [26] that is held on: (i)  Cooperation can 
be viewed as a generic concept manipulated by problem 
solvers, (ii) It transcends to all the CSP methods, (iii) 
Taking inspiration from biological and socio-economic 
notions of cooperation and (iv)  An agent alone is unable to 
find the global solution and it has to interact locally with its 
neighbors in order to find its current actions and to be able 
to reach its individual goals and help its neighbors 
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Thus, it can produce some categories of Cooperation-based 
algorithms as the Population-based approaches inspired by 
evolution and the behavior of insects, birds…   
Their principles are: (i) A population is a set of individuals 
(agents), (ii) Each agent is able to find a solution to the 
problem and (iii) An agent knows the whole set of variables 
that define the problem. Agents coordinate to find a 
solution. 
The common problem is how to coordinate several 
concurrent searches to efficiently find a good solution?  
Several methods are essentially used in optimization 
problems: Evolutionary algorithms, genetic algorithms 
(GA), Particle Swarm Optimization (PSO) and Ant Colony 
Optimization (ACO) [16]. 
In ACO, The pheromone deposited by ants gives relevant 
information about the region of the search space and 
modifies later the behavior of the other ants. 
In PSO, Particles are influenced by the velocity and 
position of the local and global bests: cooperative 
information exchange allowing efficient exploration phase. 
The fitness function of GA determines at a time the better 
individuals which will share their genes with other 
members of the population to produce new relevant 
offspring. 
The essential difference with the coalition resolution: the 
cooperation is based on negotiations using game theory. 
Agent has a pseudo-global vision (must know its neighbors) 
and not a local vision. It offers, accepts or rejects solutions 
in concert with its neighbors. The utility function takes into 
account local and global aspects (see 4.2.3). 

5. An illustrative example 

To simplify, we consider 4-queens problem. There is no 
optimization. Only rigid constraints to satisfy, namely: 
“neither jointed line nor diagonal with the occupied 
squares”. We will restrict the definition of the utility as 
follows: ui

p= number of satisfied constraints for one agent 
Ai, and ui

g: number of satisfied constraints for all agents. 
Each Ai represents one queen i. All agents are neighbors. 
With i=1/2, then, for Ai we have:  ui = 1/2(ui

p +ui
g). 

Let us consider for example, the S0 = (1,1,1,1) positions of 
the 4 agents (line occupied by agent Ai in its column). 
Let us notice that for two agents, the maximum number of 
non-satisfied constraints is 1. Thus, for an agent, the 
maximum number of non-satisfied constraints is 3. 
If A1cannot satisfy all its constraints (whatever its position), 
then it forms a coalition with its neighbors (A2, A3 and A4). 
So is the reference State at the beginning.  
 

              So =   
 

We note:  
- Up=(u1

p, u2
p, u3

p, u4
p), 

- U=(u1, u2, u3, u4) with  ui = 1/2(ui
p +ui

g)  and   
ui

g = u1
p +  u2

p  + u3
p  + u4

p  
 At So, utilities of agents are identical:   
U(So) = ( u1(So), u2(So), u3(So), u4(So) ) = (0,0,0,0)   
 The plans (thus States obtained by these plans) suggested 
with the first round: 
 
States proposed by A1: 
S11= (2,1,1,1) Up (S11) = (2,0,1,1) from where u1 = ½ (2 + 
(2+0+1+1))=3, u2=2, u3=u4=5/2, thus U(S11)=(3,2,5/2,5/2) 
S21= (3,1,1,1) Up (S21) = (2,1,0,1)  U(S11)=(3, 5/2,2,5/2) 
S31= (4,1,1,1) Up (S31) = (2,1,1,0)  U(S11)=(3,5/2,5/2,2)  
 States proposed by A2: 
S12= (1,2,1,1) Up (S12) = (0,1,0,1)  U(S12)=(1,3/2,1,3/2) 
S22= (1, 3,1,1) Up (S22) = (1,2,1,0)  U(S22)=(5/2,3,5/2,2) 
S32= (1,4,1,1) Up (S32) = (1,3,1,1)U(S32)=(7/2,9/2,7/2,7/2) 
States proposed by A3: 
S13= (1,1,2,1) Up (S13) = (1,0,1,0)  U(S13)=(3/2,1,3/2,1)   
S23= (1, 1,3,1) Up (S23) = (0,1,2,1)  U(S23)=(2,5/2,3,5/2)   
S33= (1,1,4,1) Up (S33) = (1,1,3,1)U(S33)=(7/2,7/2,9/2,7/2) 
States proposed by A4: 
S14=(1,1,1,2) Up (S14) = (1,1,0,2)  U(S14)=(5/2,5/2,2,3)  
S24=(1, 1,1,3) Up (S24) = (1,0,1,2)  U(S24)=(5/2,2,5/2,3) 
S34=(1,1,1,4) Up (S34) = (0,1,1,2)  U(S34)=(2,5/2,5/2,3) 
All these Sij solutions can be retained by any Aj agent 
because uj (Sij) > uj (So) 
A1 initiates negotiation; then forms 6 groups of plans 
ordered (decreasing order) according to its utility u1: 
Groups in decreasing order:  G1= (S32, S33); G2= (S11, S12, 
S13); G3= (S22, S14, S24); G4= (S23, S34);G5= (S13) and G6= 
(S12). These groups are sent in this order to A2 

 
Fig. 5. Graph representing the utilities of the agents A1 and A2 

 
G1 is sent at first to A2agent (chosen by A1, heuristics can 
be used), A2 evaluates G1 according to its utility here:G1= 
(S32, S33), u2 (G1) = (9/2, 7/2), which would be better 
than:u1 (G1) = (7/2, 7/2) 

A2 will then keep G1 in its entirety and sends it to A3 
(according to its choice), this one will 
keep G1because u3(G1) = (7/2,9/2), and 
sends it finally toA4, u4 (G1) = (7/2, 
7/2) and decides to keep it because it is 
better than u4(S0)=0. 

X X X X 
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The satisfaction solution is Sf with U(Sf) = 
(15/2,15/2,15/2,15/2) and is not reached yet, the agents 
will decide on S32 or S33  to continue, let us suppose that 
S32.(because there is no objectives for comparison) 
The reference State then is changed: S0 S32, with: u1(S0) 
=7/2, u2 (S0) =9/2, u3(S0) =7/2 and u4(S0) =7/2, 
Agents proceed to another round (2nd) of negotiation. We 
have two propositions: 
S2

11=(2,4,1,1)Up(S2
11)=(3,3,2,2)U(S2

11)= (13/2,13/2,6,6) 
S2

24=(1,4,1,3)Up(S2
24)=(2,3,2,3)U(S2

24)= (6,13/2,6,13/2) 
S2

11, is chosen according to the same process, S0  S2
11, 

with U(S0) =(13/2,13/2, 6, 6) 
In the last round (3th): the State S3

14 = (2,4,1,3) proposed by 
A4 is accepted by all other agents: 
U(S3

14) = (15/2,15/2,15/2,15/2), thus S3
14 is a solution 

(satisfying all the constraints) and end of negotiation. 
 
 

S3
14  = 

 
This problem was used by all CSP algorithms for tests like:   
-The nogoods (conflictual configurations) and potential 
solutions communicated by agents to their neighborhood in 
ABT or AWCS cooperatively [11]. 
-The heuristic min-conflict used ERA is a means to 
represent the fact that agents cooperatively act by 
minimizing the negative impact of their actions 
- Population-based approaches (ACO, PSO, GA…) 
 
In our example, we want just to show that CSP solution can 
be obtained under game theory as a pareto-optimal or nash-
equilibrium. By comparison, we quote the model ERA 
(Environment, Reactive rules and Agents) [27] to have an 
idea of utility function that is reduced to the number of 
constraint violations: 
In solving a CSP with ERA method, each agent represents a 
variable and its position corresponds to a value assignment 
for the variable. The environment for the whole multi-agent 
system contains all the possible domain values for the 
problem, and at the same time, it also records the violation 
numbers for all the positions. An agent can move within its 
row, which represents its domain. Three reactive behaviors 
(rules) were introduced: better-move, least-move, and 
random-move. The move of an agent will affect the 
violation numbers of other rows in the 
environment.

                                                   
-                (a)                            (b)                                (c) 
Fig. 6. (a) The representation of domain values for a 4-queen problem. (b) 

Four agents dispatched into the 4-queen environment. (c) Updated 
violation numbers corresponding to the positions of the four agents. 

 
(a)                                             (b) 

Fig. 7. (a) Violation numbers at the initialization step. (b) Violation 
numbers updated having placed a1 at (3, 1). 

 
At the initialization step, the domain values will be 
recorded as e(i,j).value (figure. 6(a)) and the violation 
numbers for all positions will be set to zero (figure 7(a)). 
After that, agents will be randomly placed into different 
rows. For instance, if agent a1 is placed at position (3,1), 
the violation numbers in the environment will be updated 
accordingly, as shown in figure 6(b). 
ERA was tested in several applications like n-queen 
problems and coloring problems and compared with earlier 
algorithms. Although successful, ERA suffers from a lack 
of explicit communication and cooperation mechanisms.  

6. Conclusion 

We presented an open community SMA architecture that 
allows receiving several types of agent societies. The 
objective is to develop resolution models for constraint 
satisfaction problems and optimization. Two communities 
were studied. The first, not described here, relates to the 
implementation of a deliberation process. The second 
implements a resolution using the coalition. 
The coalition approach permits all agents to participate and 
to treat proposals, which guarantees to select admissible 
solution according to the Pareto's optimum. The negotiation 
provides an environment to obtain solutions by coalition 
and to avoid the problem’s complexity. 
An implementation of our approach based on BDI agents 
made possible to check certain assumptions and to adapt 
certain resolutions. Agents BDI constitute a favorable 
environment to express constraints and objectives widely.  
Future work will relate to the development of the 
supervisor’s role in the interpretation and the backtracking 
of certain solutions. We will lean towards the use of other 
interaction modes between the agents for resolution such as 
the concept of emergence or argumentation. 
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