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Abstract 
This paper addresses the application of data mining approach on 

Static Security Evaluation (SSE) of deregulated power system. 

The process of building binary class classifiers is divided into 

two components: (i) comparison the methods, and (ii) selection 

of the best classifier. Preliminary results of using eleven 

algorithms of Decision Tree’s classifiers (DTC) for SSA are 

presented. A comprehensive comparison of the proposed 

classifiers for the purpose of SSA classification is discussed. A 

set of training cases generated on the IEEE 30 and 300-bus 

system were used to train and test the classifiers that 

discriminates the system security. The results show that DT’s 

classifiers are capable of system security classification. Finally, 

empirical results indicate that C4.5 tree can be used to design a 

SSAC that is lightweight, efficient and effective for real time 

classification.  

 

Keywords: Decision Tree classifiers, C4.5, Static Security 
Evaluation, Data Mining. 

1. Introduction 

Recent shift in electric energy sector from vertically 
integrated to deregulation, with the intention to improve 
operation and efficiency, has brought along a number of 
issues regarding the security of large systems. The 
occurrence of contingencies may cause dramatic 
interruptions of the power supply and so considerable 
economic damages. Such difficulties motivate the research 
efforts that aim to identify whether a power system is 
insecure and to promptly intervene.  
Security evaluation, which is defined as the ability of the 
power system to withstand sudden disturbances such as 
electric short circuits or unanticipated loss of system load, 
is one of the important issues especially in the deregulated 
environment [1]. When a contingency causes the violation 

of operating limits, the system is unsafe. One of the 
conventional methods in security evaluation is a 
deterministic criterion, which considers contingency cases, 
such as sudden removals of a power generator or the loss 
of a transmission line. Such an approach is time 
consuming for operating decisions due to a large number 
of contingency cases to be studied. This paper tries to 
address this situation by treating power system security 
evaluation as a pattern classification problem.  
A number of approaches using artificial neural networks 
(ANN), such as Back-Propagation [2] and Self Organizing 
Map [3], have been proposed for security evaluation in 
power systems over the past decade. The key problem of 
ANN is the determination of an optimal ANN architecture, 
which is decided by trial and error in the selection of 
number of neurons in the hidden layer. ANFIS has been 
implemented for static security evaluation[4, 5].The Bayes 
classifier may provide an alternate way to resolve this 
problem. Although the Bayes classifier has been applied to 
various areas, such as signal processing; it has seldom 
been used in power system applications. 
Recently, support vector machines(SVM), based on 
statistical learning theory have been used in the different 
areas of machine learning [6]. Important consideration in 
applying SVM to power system security evaluation is the 
proper selection of training feature set, characterizing the 
behavior of the power system. Many feature selection 
algorithms are available in the literature such as fisher 
discrimination analysis and entropy maximization [7]. The 
main problem with the existing feature algorithms is that it 
works well with linearly separable classes, but not well 
established on non-linearly separable classes [8]. 
Nowadays, PR techniques are gaining more importance in 
many power system problems. In PR approach, the main 
bulk of simulation is done off-line to generate sufficient 
data for training set[9]. The most important task in the 
application of PR system is the selection of primary 
variables, forming the components of pattern vector. This 
vector is evaluated at many representative operating points 
to generate a good training set. Each operating condition 
or state is termed as a pattern.  
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2. Power System Security 

 
As the increase in electric power demand outpaces the 
installation of new transmission and generation facilities, 
power systems are forced to operate with narrower 
margins of security. Security is defined as the capability of 
guaranteeing the continuous operation of a power system 
under normal operation even following some significant 
perturbations [10]. 
The standard approaches to the security evaluation of 
electrical power systems are usually classified as either 
static or dynamic. More specifically, the static security 
analysis (SSA) is the post-contingent steady state 
evaluation of the power system by neglecting the transient 
behavior and any other variations that may depend on the 
load-generation conditions. On the contrary, if one 
accounts for the transition from the pre-contingent state to 
the post-contingent one, in the literature it is usually 
referred to as dynamic security analysis (DSA) which is 
discussed in the literature [11-13].  
One of the major objectives in power system is security 
analysis. As security is a major, if not ultimate, goal of 
power system operation and control, a fast and reliable 
security evaluation is necessary.  

 2.1 Static Security Evaluation Indices Selection 

Many indices have been proposed in the literature as 
criteria for static security evaluation [14-18], these involve 
overloaded lines, or bus voltages that deviate from the 
normal operation limits. However, violations reported are 
not of the same importance. For instance, many minor 
overloads in a set of lines may be of minor importance 
with regard to a single major violation in an important line 
and vice versa. These are the “masking effect” problems 
and a way to face them is with the assignment of 
weighting factors in the indices to be used. 
As discussed in [14] the form of the index is such that a 
contingency that produces, for example, a single reactive 
power violation may be ranked as more severe than 
another contingency, which produces abnormal voltages at 
several buses. This masking phenomenon occurs because 
the percentage value of a reactive power violation can be 
higher than the percentage value of a voltage violation. If 
we are to use similar indices for state estimation reasons, it 
is preferable to apply them on the entire network without 
any discrimination on specific components. In [15] and 
[16], these involve overloaded lines, or bus voltages that 
deviate from the normal operation limits. 
Under normal operating conditions, for following 
constrains called as security constrains must be satisfied: 
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Where GiP  represents real power generation at bus i , DP  

is the total system demand; lossP  is the real power loss in 

the transmission network; kV  is the voltage magnitude at 

bus kmSk; ; represents the MVA flow in branch 

gNmk ; and bN ; and being the number of generators 

and buses respectively.  
In static security evaluation process, the status of the 
power system is evaluated for various probable 
contingencies by solving non-linear load flow equations. 
The contingencies may include outage of a transmission 
line or a transformer or a generating unit. 
The load flow solver is simulated for various disturbances 
and the security constraints are evaluated. The system 
operating state is labeled as ‘Static Secure’ (SS-Binary 1) 
if all the constraints (i), and (ii) are satisfied for a specified 
contingency. If anyone constraint violation is identified 
following a contingency, the system state is labeled as 
‘Static Insecure’ (SI-Binary 0). 

3.  DATA MINING 

In general, most data mining techniques evaluate 
knowledge through the database. In recent years, it is 
much more difficult to interpret complicated data as the 
size of database becomes larger. As a result, it is necessary 
to develop a systematic computer-aided method to deal 
with the complexity of data [18].  Data mining can be 
divided into two parts, classification and clustering 
techniques and its effectiveness and powerfully of 
reducing the complexity of the data, made it to be used in 
many areas such as medical, engineering [19, 20]. As part 
of data mining technique, decision tree has the capability 
to analyze large databases, normally related to power 
system security evaluation. In this work, Decision Tree is 
used to assess the power system security. DT sometimes 
combined to other techniques [21]. 

3.1 Decision Tree Classifiers (DTC)  

The Decision Tree (DT) is a tree, structured upside down, 
built on the basis of a knowledge base (KB) consisting of 
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a large number of operating points (OPs), covering all 
possible states of the under study power system in order to 
ensure its representatives [22-25]. The knowledge base is 
defined as [24], these attributes are the pre-disturbance 
steady-state variables and characterize each operating 
point. 
The KB is divided in a learning set (LS) used for deriving 
the classifier structures and a test set (TS) used to evaluate 
the performance of these structures on new, unobserved 
OPs. The construction of a DT starts at the root node with 
the whole LS of pre-classified OPs. At each step, a tip-
node of the growing tree is considered and the algorithm 
decides whether it will be a terminal node or should be 
further developed.  
To develop a node, an appropriate attribute is first 
identified, together with a dichotomy test on its values. 
The selected test is applied to the LS of the node splitting 
it into two exclusive subsets, corresponding to the two 
successor nodes. 
Every subset (node) is characterized by its security index 
(SI), defined as the percentage of secure OPs belonging to 
this subset. The optimal splitting rule is applied 
recursively to build the corresponding sub-trees. In order 
to detect if one node is terminal, i.e., sufficiently class 
pure, the stop splitting rule is used, which checks whether 
the entropy of the node is lower than a preset minimum 
value. If it is, the node corresponds to a sufficiently pure 
subset (states belong to the same class) and is declared a 
leaf; otherwise, a test is sought to further split the node. If 
the node cannot be further split in a statistically significant 
way, it is termed a dead-end, carrying the two class 
probabilities estimated on the basis of the corresponding 
Ops subset. A more detailed technical description of the 
approach followed is described in [25]. 
DTs are evaluated using the Testing Set (T.S.). The most 
important evaluator of the D.T. reliability and performance 
is the rate of successful classifications, defined as the ratio 
of successfully classified OPs to the number of OPs tested. 
The decision tree results and the number of the nodes 
depend on the accuracy given from the user.  
Initially high accuracy parameters are given in order to 
obtain a large and accurate tree. Afterwards the tree size is 
gradually reduced in order to get a tree with more practical 
rules, because usually the initial tree is quite large with 
many non-important nodes, which have very small percent 
of OPs. This structure is not suitable for fast security 
evaluation, taking into account that for corrective action it 
is needed to cross the tree backwards. 
With this procedure finally it is obtained a decision tree, 
which in most cases has a little worst accuracy but has 
quite less nodes and gives more practical and clear rules 
for the security of the system. 

Generally the features that may be applied to describe a 
power system state are: 

1) The voltage magnitude of each bus load. 
2) The active and reactive power flow of all the lines. 

3.2 Decision Tree Classifier (DTC) for Static 
Security Evaluation 

The (DT) methodology [22] is a non-parametric learning 
technique able to produce classifiers about a given 
problem in order to deduce information for new, 
unobserved cases. The DT has the hierarchical form of a 
tree structured upside down and is built on the basis of a 
Learning Set (LS).The LS comprises a number of pre-
classified operating states or points (OPs) defined by a list 
of candidate attributes. These attributes characterize the 
pre-disturbance OPs. A systematic treatment of the DT 
methodology is provided in [26]. 
The construction of a DT starts at the root node with the 
whole LS of pre-classified OPs. These OPs are analyzed in 
order to select the test T which splits them "optimally" into 
a number of most "purified subsets. For the sake of 
simplicity, a Z class partition is considered in the 
following analysis. The test T is defined as [22]. 

4.  RESULTS AND ANALYSIS 

For steady state security, the voltage magnitude ( kV ) of 

each bus and the thermal power ( S ) of all the lines are the 
limitations. These limitations are: 

1.06 > kV  > 0.94    and   S  < maxS . 

It is to be noted that the limitations for both voltage 
magnitude is 1.06-0.94 and line thermal power is 100 
maximum. We assume that load at bus3 needs 20 MW, 
load at bus 4 needs 25 MW and load at bus 5 needs 15 
MW from generators 1, 2 and 3 respectively. The 
transactions will be as follow: 

TABLE 1: load and generators transactions 

Transaction 
No. 

Gen. No. Load No.         MW 

1 1 3 20 

2 2 3 20 

3 3 3 20 

4 1 4 25 

5 2 4 25 

6 3 4 25 
7 1 5 15 
8 2 5 15 

9 3 5 15 
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3.1 Transactions Implementation 

We implement the transactions individually to see the 
impact of the transactions on the system security. 

Next table shows the power flow result after every 
transaction. It is clearly shown that all voltages are within 
their limits and power lines flow are not exceed. And as 
result, the system status is secure.

TABLE 2: power flow transactions and power system status 

 

3.2 Decision Tree’s Comparison 

For the same train and test data used, eleven various 
algorithms are used for a comparison in term of accuracy, 
computational time and root mean square error (RMSE) 

and tabulated in next table. Learning algorithms of the 
trees are presented in [27]. 

Table (1): Performance of various Decision Tree algorithms in Train and Test Set 

(a) 30 Bus system AT 
Tree 

BF 
Tree 

Stump 
Tree 

J 48 
Tree 

J 48 
graft 

LMT 
Tree 

NB 
Tree 

C 4.5 
Tree 

R 
Tree 

Rep 
Tree 

Simple 
Cart 

Train  Accuracy   85.3 86 77.3 92 91 89.7 77.8 95.7 93 88.2 70.5 

Time(S) 0.02 0.01 0.01 0.03 0.023 0.009 0.01 0 0.009 0.004 0.01 

RMSE 0.065 0.0622 0.065 0.064 0.055 0.075 0 0 0.045 0.034 0.038 

Test   Accuracy  86.5 90 80.6 91.5 89 90 79.5 97 92 87 76 

Time(S) 0.01 0.007 0.01 0.0093 0.055 0.12 0.006 0.001 0.012 0.001 0.01 

RMSE 0.025 0.034 0.0371 0.0510 0.0355 0.047 0.001 0.001 0.0144 0.009 0.008 

(b) 300 Bus system            

Train  Accuracy  88 87.5 80 95 93.4 89.7 80 97.5 92 87 74 

Time(S) 0.04 0.007 0.01 0.055 0.026 0.009 0.015 0 0.01 0.005 0.007 

RMSE 0.013 0.006 0.045 0.055 0.008 0.009 0.005 0.008 0.01 0.023 0.003 

Test  Accuracy  88.3 92 83 92 89 94 83 97 94 88 79 

Time(S) 0.017 0.009 0.009 0.01 0.07 0.17 0.005 0 0.012 0.001 0.01 

RMSE 0.026 0.038 0.038 0.055 0.037 0.049 0.081 0.001 0.0119 0.01 0.0138 
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The table illustrates the accuracy, computation time and 

RMSE for both train and test mode in two different system 

sizes. From the previous table it can be seen strongly that 

in both small and large size system, C4.5 got best accuracy 

(95.7) with minimum computation time (0) second. These 

results can be also observed for the recall mode where 

C4.5 got 97% accuracy and 0.001 second for computation 

time.  And finally, for RMSE in the train mode the 

Random Tree and C 4.5 was 0.001 and 0.0816 

respectively. In the recall mode the J48 graft and C 4.5 got 

0.473 and 0.5185 respectively.

5. Conclusion 

 
This work has presented the results and discussions. The 
study of implementation data mining techniques on 
various test system involved suitability of using eleven 
DT’s for SSE classification. From the studies, it is 
observed that DT promises alternative and successful 
method of evaluation for the large power system as 
compared to the conventional method. All these DT’s 
methods can successfully be applied to assess SSA of 
deregulated power systems in real time. By considering 
the computation time and accuracy of the networks, it can 
be concluded that C4.5 is well suited for online SSE of 
deregulated power systems. In general, this classifier 
technique holds promise as a fast online classifier.  
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