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Abstract 
Recent developments of Self-Organizing Maps or Kohonen 
networks become more and more interesting in many fields such 
as: pattern recognition, clustering, speech recognition, data 
compression, medical diagnosis... Kohonen networks is 
unsupervised learning models. The results obtained by the 
Kohonen networks are dependent on their parameters such as the 
architecture of the Kohonen map, the later has a great impact on 
the convergence of learning methods. The selection of the 
architecture of Kohonen networks, associated with a given 
problem, is one of the most important research problems in the 
neural network research. In this paper, we model this problem of 
neural architecture in terms of a mixed-integer non linear 
problem with linear constraints. To solve this model of 
optimization for the network architectures, we propose the 
genetic algorithm. Also, we implemented and evaluated the 
proposed method and speech compression algorithms. Speech 
compression is the technology of converting human speech into 
an efficiently encoded representation that can later be decoded to 
produce a close approximation of the original signal. The 
numerical results demonstrated the effectiveness of the new 
model. 
Keywords: Kohonen networks, genetic algorithms, Speech 
compression, unsupervised training, mixed-integer non-linear 
programming, Mel Frequency Cepstral Coefficient (MFCC). 

1. Introduction 

Artificial Neural Network (ANN) often called as Neural 
Network (NN). It is a computational model or 
mathematical model based on biological neural networks. 
The Artificial Neural Networks (ANN) are a very 
powerful tool to deal with many applications [1][5], and 
they have proved their effectiveness in several research 
areas such as analysis and image compression[30][31], 
recognition of writing, speech recognition [23], speech 
compression[22], video compression [12][32], signal 
analysis, process control, robotics, and research on the 
Web [4] [18]. 
Teuvo Kohonen has introduced the very interesting 
concept of self-organized topological feature maps [20], 
which are maps that preserve the topology of a 
multidimensional representation within the new one- or 

two-dimensional array of neurons. The concept of 
topology has become the essential feature of the Kohonen 
approach in neural network research [28]. 
Speech compression is the technology of converting 
human speech into an efficiently encoded representation 
that can later be decoded to produce a close approximation 
of the original signal. Speech compression can also be 
viewed as a form of classification, since it assigns a 
template or a code word to a set of input parameters 
vectors drawn from large parameters set in such a way as 
to provide a good approximation of representation. Vector 
quantization is the well known method as a component 
algorithm for loss compression methods, and has been 
observed as an efficient technique for data compression 
(see Fig. 1).  
Many loss compression methods are using the LBG 
algorithm for the VQ, which was developed by Linde [24]. 
But, the LBG algorithm is iterative and requires a 
considerable computation time to get optimal code vectors 
[14]. The quantization method using the artificial neural 
network is well suitable to the application that the 
statistical distribution of the original data changes as the 
time passes, since it supports the adaptive learning to data 
[13]. Also, the neural network has a huge parallel structure 
and the possibility for high-speed processing. 
The key advantages of the VQ representation are: 

- Reduced storage for analysis information. 
- Reduced computation for determining similarity of 

analysis vectors. 
- Discrete representation of speech sounds. 

 
 
The latter algorithms detail the possible methodologies for 
introducing expertise that follows the learning 
unsupervised stage. Since the training stage is very 
important in the Self-Organizing Maps (SOM) 
performance, the selection of the architecture of Kohonen 
network, associated with a given problem, is one of the 
most important research problems in the neural network 
research. More precisely, the choice of neurons number 
and the initial weights has a great impact on the 
convergence of learning methods. The optimization of the 
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artificial neural networks architectures, particularly 
Kohonen networks, is a recent problem. The first 
techniques consists building the map in an evolutionary 
way: allowing, adding neurons and deleting some others.  
Some methods have been proposed in the literature can be 
broadly classified into two categories: the first fixed a 
priori the size of the map in an evolutionary way [33]; the 
second category allows the data themselves to choice the 
dimension of the map. The algorithm neural gas [22] built 
the plot by introducing the connections in the area of data. 
Recently, another method is introduced to determine the 

network parameters, in the supervised learning [9] and in 
the Kohonen networks [8]. The mean propose of this work 
is to model this choice problem of neural architecture in 
terms of a mixed-integer non linear problem with linear 
constraints. Because of its effectiveness in solving the 
optimization problems, the genetic algorithm approach is 
used to solve this non linear problem [17]. It should be 
noted that a good local optimum of the obtained model 
permits to improve the performance of the Kohonen 
learning algorithm.  

 
Fig. 1: Diagram of compression scheme

 

This paper is organized as follows: In the section 2, we 
present the feature extraction Mel Frequency Cepstral 
Coefficient. The section 3 describes the stages of vector 
quantizer based on the Self-Organizing Maps. Section 4 
presents the proposed model for optimizing the 
architectures of Kohonen networks. The genetic algorithm 
to solve the obtained model is described in section 5.  In 
the last section, some numerical results are reported.  

2. Feature Extraction from speech (MFCC) 

Voice Signal Identification consists of the process to 
convert a speech waveform into features that are useful for 
further processing. There are many algorithms and 
techniques are use. It depends on features capability to 
capture time frequency and energy into set of coefficients 
for cepstrum analysis [1]. 
Despite many differences between individuals, and the 
existence of many languages, speech follows general 
patterns, and on average has well defined characteristics 
such as those of volume, frequency distribution, pitch rate 
and syllabic rate [3]. These characteristics have adapted 
with regard to environment, hearing and voice production 

limitations, speech characteristics fit the speech generating 
abilities of the body, but the rapid changes in society over 
the past century have exceeded our ability to adapt.  
The human voice is converted into digital signal form to 
produce digital data representing each level of signal at 
every discrete time step. 
In this section, we describe the mechanism to convert the 
speech signal to some type of parametric representation. 
A wide range of possibilities exist for parametrically 
representing the speech signal for the speech processing 
task, such as Linear Prediction Coding (LPC), Mel 
Frequency Cepstral Coefficient (MFCCs), and others.  
Generally speaking, a conventional speech processing 
system can be organized in two blocks: the feature 
extraction and the modeling stage. In practice, the 
modeling stage is subdivided in acoustical and language 
modeling, both based on SOM as described in Fig. 2. 
 

 
Fig. 2: Representation of speech processing by SOM 

MFCCs are the most commonly used acoustic features in 
speech processing, and this feature has been used in this 
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paper. MFCC’s are based on the known variation of the 
human ear’s critical bandwidths with frequency [3]. 

 

 
Fig. 3: Block diagram of the computation steps of MFCC

 

The Fig. 3 shows the seven steps to construct the 
parameters Mel Frequency Cepstral Coefficient [26]. Each 
step has its function and mathematical approaches as 
discussed briefly in the following: 

- Pre-processing 
This step processes the passing of signal through a filter 
which emphasizes higher frequencies. This process will 
increase the energy of signal at higher frequency. 

- Framing 
The framing permits to segment the speech samples 
obtained from analog to digital conversion into a small 
frame with the length within the range of 20 to 40 ms. 

- Hamming windowing 
Hamming window is used as window shape by 
considering the next block in feature extraction processing 
chain and integrates all the closest frequency lines. 

- Fast Fourier Transform 
This step consists to convert each frame of N samples 
from time domain into frequency domain using the Fourier. 

- Mel Filter Bank Processing 
The frequencies range in FFT spectrum is very wide and 
voice signal does not follow the linear scale. The bank of 
filters according to Mel scale as shown in Fig. 4 is then 
performed. 

 
Fig. 4: Mel –scale Filter Bank 

This figure shows a set of triangular filters that are used to 
compute a weighted sum of filter spectral components so 
that the output of process approximates to a Mel scale. 
Each filter’s magnitude frequency response is triangular in 
shape and equal to unity at the centre frequency and 
decrease linearly to zero at centre frequency of two 
adjacent filters [9]. Then, each filter output is the sum of 
its filtered spectral components. 

- Discrete Cosine Transform 
This is the process to convert the log Mel spectrum into 
time domain using Discrete Cosine Transform (DCT). The 
results of the conversion are called Mel Frequency 
Cepstrum Coefficient. The set of coefficients are called 
acoustic vectors. Therefore, each input utterance is 
transformed into a sequence of acoustic vector. 

- Delta Energy and Delta Spectrum 
The voice signal and the frames changes, such as the slope 
of a formant at its transitions. Therefore, there is a need to 
add features related to the change in cepstral features over 
time. 13 delta or velocity features (12 cepstral features 
plus energy), and 39 features a double delta or acceleration 
feature are added. 

3. Self-Organizing Maps and Vector 
Quantization 

The Kohonen network is probably the closest of all 
artificial neural network architectures and learning 
schemes to the biological neuron network. The aim of 
Kohonen learning is to map similar signals to similar 
neuron positions. 
The Kohonen network has one single layer of neurons 
arranged in a two-dimensional plane, let name this one the 
output layer (see Fig. 5). The additional input layer just 
distributes the inputs to output layer. The number of 
neurons on input layer is equal to the dimension of input 
vector. A defined topology means that each neuron has a 
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defined number of neurons as nearest neighbors, second-
nearest neighbors, etc. The neighborhood of a neuron is 
usually arranged either in squares, which means that each 
neuron has either four nearest neighbors. Kohonen has 
proposed various alternatives for the automatic 
classification [20], and presented the Kohonen topological 
map; these models belong to the category of artificial 
neural networks to learning unsupervised without human 
intervention, the little information is necessary to respect 
the characteristics of input data. This model calculates 
simply a Euclidean distance between her input and weights 
[21]. 

 
Fig. 5: Kohonen topological map. 

To look at the training process more formally, let us 
consider the input data as consisting of n-dimensional 
vectors ܺ ൌ ሼݔଵ, ,ଶݔ … ,  .௡ሽݔ
Meanwhile, each of N neurons has an associated reference 
vector ݓ௝ ൌ ሺݓଵ

௝, ଶݓ
௝, … ௗݓ,

௝ሻ. 
During training, one ݔ at a time is compared with all ݓ௝	to 
find the reference vector ݓ௞ that satisfies a minimum 
distance or maximum similarity criterion. Though a 
number of measures are possible, the Euclidean distance is 
by far the most common: 

݇ ൌ arg݉݅ ௝݊ୀଵ
ே ฮݔ െ  ௝ฮݓ

 
The best-matching unit (BMU) and neurons within its 
neighborhood are then activated and modified: 

ݐ௜ሺݓ ൅ 1ሻ ൌ ሻݐ௜ሺݓ ൅ ݔሻฮݐ௜,௞ሺߚ െ  ௜ฮݓ
One of the main parameters influencing the training 
process is the neighborhood function (ߚ௞,௜ሺݐሻ ), which 
defines a distance-weighted model for adjusting neuron 
vectors. It is define by the following relations:	

ሻݐ௞,௜ሺߚ ൌ expቆ
െ݀௞,௜
௜ߪ2

ଶሺݐሻ
ቇ 

One can see that the neighborhood function is dependent 
on both the distance between the BMU and the respective 
neuron (݀௞,௜) and on the time step reached in the overall 
training process (t). In the Gaussian model, that 
neighborhood’s size appears as kernel width (ߪ) and is not 
a fixed parameter. The neighborhood radius is used to set 

the kernel width with which training will start. One 
typically starts with a neighborhood spanning most of the 
SOM, in order to achieve a rough global ordering, but 
kernel width then decreases during later training cycles. 

4. Proposed model to optimize the Kohonen 
architecture maps 

The Kohonen method consists to project the high 
dimensional data in low dimensional space and conserve 
the notion of the neighborhood between the data. 
Since the function minimized by the Kohonen method 
don't contain any term which control the size of the map. 
This later may contains same unnecessary neurons. 
Generally, if the size of the Kohonen map is chosen 
randomly the Kohonen learning algorithm gives tree 
classes of neurons as showing in Fig. 6, the first class that 
does represent any observation (empty class), the second 
class represents few information and last presents the 
important information for data. 

 
Fig. 6: Tree classes of neurons. 

The neurons of the first and the second class have a 
negative effect because they make the learning process 
heavier. We model this problem of neural architecture in 
terms of a mixed-integer non linear problem with linear 
constraints, this modeling controls the size of the map, 
conserves the notion of neighborhood defined in the 
observations and a good initial weights. 
In this section, we will describe the construction steps of 
our model. The first one consists in integrating the special 
term which control the size of the map. The second step 
gives the constraint which ensures the allocation of every 
data to only one neuron. For modeling, the problem of 
neural architecture optimization, we have needed to define 
some parameters as follows: 

- n : Observation number of data base; 
- p : Dimension of data base; 
- N: Optimal number of artificial neurons in the 

Kohonen topological map; 
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- Nmin: Minimal number of artificial neurons in the 
Kohonen topological map; 

- Nmax: Maximal number of artificial neurons in the 
Kohonen topological map; 

- ܺ ൌ ሼݔଵ, ,ଶݔ … , ௡ሽݔ Training base, where ݔ௞ ൌ
ሺݔଵ

௞, ଶݔ
௞, … , ௗݔ

௞ሻ for ݇ ൌ 1, . . . , ݊. 
- ܷ ൌ ሺݑ௜,௝ሻ: The binary variables for ݅ ൌ 1, . . . , ݊ and 

݆ ൌ 1, . . . , ܰ௠௔௫ ௜,௝ݑ , ൌ 1  if the ݅௧௛  example is 
assigned to ݆௧௛  neuron, else ݑ௜,௝ ൌ 0. 

4.1 Objective function 

The objective function of nonlinear programming model is 
a summation of product of a decision variable of each 
neuron in the Kohonen map, the matrix of neighbors and 
the distances between the observations and the neurons, 
this function is defined by: 

ሺܷ,ܹሻܧ ൌ෍ ෍ ௜ݔሻฮܶ/ߜ௝ሺܭ௜,௝ݑ െ ௝ฮݓ
ଶ

ே೘ೌೣ

௝ୀଵ

௡

௜ୀଵ

 

Where ܭ௝ሺߜ/ܶሻ ൌ ሻܶ/ߜሺെ݌ݔ݁ ߜ ,  represents the distance 
on the map between the referent neuron for the observation 
xi and his neighbors, ܹ ൌ ሼݓଵ,ݓଶ,…  ,ே೘ೌೣሽݓ,
௝ݓ	 ൌ ሺݓଵ

௝, ଶݓ
௝, … ௗݓ,

௝ሻ  and ݆ ൌ 1, . . . , ܰ௠௔௫ . If ݑ௜,௝ ൌ 1 
then the ݅௧௛  example ݔ௜	is assigned to the ݆௧௛neuron, and 
the corresponding error ฮݔ௜ െ  ௝ฮ  has been calculated onݓ
the objective function E. 

4.2 Constraints 

Each observation is assigned to a single neuron of the map, 
the constraint ensures that this assignment is: 

෍ ௜,௝ݑ ൌ 1	for	݅ ൌ 1,… , ݊

ே೘ೌೣ

௝ୀଵ

 

4.3 Optimization Model 

Since the size of the Kohonen topological map is randomly 
chosen, some neurons in the Kohonen topological map are 
a negative effect in the learning algorithm. To reduce this 
type of neurons, without losing of the learning quality, we 
propose to solve the following proposed model (P): 

ሺܲሻ

ە
ۖ
ۖ
ۖ
۔

ۖ
ۖ
ۖ
ۓ

ሺܷ,ܹሻܧ ൌ෍ ෍ ௜ݔሻฮܶ/ߜ௝ሺܭ௜,௝ݑ െ ௝ฮݓ
ଶ

ே೘ೌೣ

௝ୀଵ

௡

௜ୀଵ

																																																									:݋ݐ	ݐ݆ܾܿ݁ݑܵ

෍ ௜,௝ݑ ൌ 1													for	݅ ൌ 1,… , ݊

ே೘ೌೣ

௝ୀଵ

																										

௜,௝ݑ ∈ ሼ0,1ሽ										݆ ൌ 1, . . . , ܰ௠௔௫	, ݅ ൌ 1,… , ݊				

௝ݓ ∈ Թௗ																݆ ൌ 1, . . . , ܰ௠௔௫																

 

 

Let ሺܷ∗,ܹ∗ሻ  presents the solution of the optimization 
problem (P).  
Many exact methods for solving mixed-integer non-linear 
programming (MINLPs) include innovative approaches 
and related techniques taken and extended from Mixed-
integer programming (MIP). Outer Approximation (OA) 
methods [6] [10], Branch-and-Bound (B&B) [15] [29], 
Extended Cutting Plane methods [34], and Generalized 
Bender’s Decomposition (GBD) [10] for solving MINLPs 
have been discussed in the literature since the early 
1980’s. These approaches generally rely on the successive 
solutions of closely related NLP problems. For example, 
B&B starts out forming a pure continuous NLP problem 
by dropping the integrality requirements of the discrete 
variables (often called the relaxed MINLP or RMINLP). 
Moreover, each node of the emerging B&B tree represents 
a solution of the RMINLP with adjusted bounds on the 
discrete variables. 
The disadvantage of the exact solution methods mentioned 
above is that they become computationally intensive as the 
number of variables is increased throughout the procedure. 
Therefore, efficient heuristic methods are required to solve 
large-size instances accurately. 
The heuristics methods for solving combinatorial 
optimization have now a long history, and there are 
virtually no well-known, hard optimization problems for 
which a meta-heuristic has not been applied. Often, meta-
heuristics obtain the best known solutions for hard, large-
size real problems, for which exact methods are too time 
consuming to be applied in practice. 

5. Solving the obtained optimization model 

Combinatorial problems arise in many application areas, 
such as scheduling, planning, design, finance, 
configuration, control, and the natural sciences. Their 
efficient solution is crucial to many managers, engineers, 
and scientists [23]. 
The combinatorial optimization is a problem in operational 
research, discrete mathematics and computer science. Its 
importance is justified partly by the great difficulty of 
optimization problems and also by many practical 
applications that can be formulated as a combinatorial 
optimization problem. Although combinatorial 
optimization problems are often easy to define, they are 
usually difficult to solve. Indeed, most of these problems 
belong to the class of NP-Complete problems and 
therefore do not have to date of effective algorithmic 
solution valid for all data [2]. 
In this paper we propose a method for solving our mixed 
integer non-linear programming problem (P) using genetic 
algorithm (GA) to determine a global optimal or local 
optimal solution. The penalty method was used to evaluate 
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those infeasible chromosomes generated from genetic 
reproduction. 

5.1 Solving the obtained optimization model 
using Genetic Algorithm (GA) 

In this section, we will describe the genetic algorithms to 
solve the proposed model for Kohonen networks 
architecture optimization. To this end, we have coded 
individual by tree chromosomes; moreover, the fitness of 
each individual depends on the value of the objective 
function. 
The Genetic Algorithm (GA) was introduced by J. 
HOLLAND to solve a large number of complex 
optimization problems [17]. Each solution represents an 
individual who is coded in one or several chromosomes. 
These chromosomes represent the problem's variables. 
First, an initial population composed by a fix number of 
individuals is generated, then, operators of reproduction 
are applied to a number of individuals selected switch their 
fitness. This procedure is repeated until the maximums 
number of iterations is attained. GA has been applied in a 
large number of optimization problems in several domains, 
telecommunication, routing, scheduling, and it proves it's 
efficiently to obtain a good solution [4]. We have 
formulated the problem as a non linear program with 
mixed variables. 

Genetic algorithm 
1. Choose the initial population of individuals 
2.  Evaluate the fitness of each individual in that 

population 
3. Repeat on this generation 
4. Select the best-fit individuals for reproduction 

a. Crossover and Mutation operations 
b. Evaluate the individual fitness of new 

individuals 
c. Replace least-fit population with new 

individuals 
Until termination (time limit, fitness achieved, etc.) 

- Initial population 

The first step in the functioning of a GA is, then, the 
generation of an initial population. Each member of this 
population encodes a possible solution to a problem. 
The individual of the initial population are randomly 
generated, and u୧,୨ take the value 0 or 1, and the weights 
matrix takes random values in space ሾx୫୧୬, x୫ୟ୶ሿ୮ where 
x୫୧୬ ൌ minሼx୩

୧ ሽ and x୫ୟ୬ ൌ manሼx୩
୧ ሽ  where k ൌ

1,… , p	and	i ൌ 1,… , n . Because all the observations are 
in the set ሾx୫୧୬, x୫ୟ୶ሿ୮. 

- Evaluating individuals 

After creating the initial population, each individual is 
evaluated and assigned a fitness value according to the 
fitness function. 
In this step, each individual is assigned a numerical value 
called fitness which corresponds to its performance; it 
depends essentially on the value of objective function in 
this individual. An individual who has a great fitness is the 
one who is the most adapted to the problem. 
The fitness suggested in our work is the following function: 

݂ሺ݅ሻ ൌ
1

1 ൅ ሺ݅ሻܧ
 

Minimize the value of the objective function is equivalent 
to maximize the value of the fitness function. 

- Selection 

The application of the fitness criterion to choose which 
individuals from a population will go on to reproduce. 
Where 

௜ܲ ൌ
௜݂

∑ ௝݂
௡
௝ୀଵ

 

-  Crossover 

The crossover is a very important phase in the genetic 
algorithm, in this step, new individuals called children are 
created by individuals selected from the population called 
parents. Children are constructed as follows: 
We fix a point of crossover, the parent are cut switch this 
point, the first part of parent 1 and the second of parent 2 
go to child 1 and the rest go to child 2. 
In the crossover that we adopted, we choose 2 different 
crossover points, the first for the matrix of weights and the 
second is for vector U. 

- Mutation 

The rule of mutation is to keep the diversity of solutions in 
order to avoid local optimums. It corresponds on changing 
the values of one (or several) value (s) of the individuals 
who are (s) chosen randomly. 

6. Experiments results 

5.1 Dataset Description 

The experiments were performed using the Arabic digit 
corpus collected by the laboratory of automatic and signals, 
University of Badji-Mokhtar - Annaba, Algeria. A number 
of 88 individual (44 males and 44 females) Arabic native 
speakers were asked to utter all digits ten times.. 
Depending on this, the database consists of 8800 tokens 
(10 digits x 10 repetitions x 88 speakers). In this 
experiment, the data set is divided into two parts: a 
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training set with 75% of the samples and test set with 25% 
of the samples. In this research, speaker-independent mode 
is considered [16]. 

Table 1: Digits 
 Arabic English Symbol 
 ’ZERO ‘0 صفر
 ’ONE ‘1 واحد
 ’TWO ‘2 اثنان
 ’THREE ‘3 ثلاثة
 ’FOUR ‘4 أربعه
 ’FIVE ‘5 خمسه
 ’SIX ‘6 ستة
 ’SEVEN ‘7 سبعه
 ’EIGHT ‘8 ثمانية
 ’NINE ‘9 تسعه

 
Table 1 shows the Arabic digits, the first column present 
the digits in language Arabic, the second column present 
the digit in language English and the last column shows 
the symbol of each digit. 

5.2 Experiments and discussion 

To solve the optimization model (P), we propose a method 
using the genetic algorithm. The most theorical and 
logarithmical results are permit to determine the optimal 
number of artificial neurons in the Kohonen topological 
map, and the good initial matrix of weights. The proposed 
approach for optimization of the Kohonen topological map 
is tested to realize the training stage. The experiments 
results are presented in the Table 2, where Nmax presents 
the initial number of neurons, Nmin minimal number of 
neurons and N the optimal number of neurons in the map. 
N is determined by solving the model (P). 

Table 2: Results of the Kohonen architecture optimization 

Iterations Nmin Nmax N 

100 256 512 435 

100 256 512 415 

200 256 512 423 

500 256 512 386 

500 256 512 420 

 
This theoretical approach has been tested on the problem 
of speech data compression, the performances of the 
compression algorithms are evaluated in terms of bit rate 
(bits per pixel) and Peak Signal-to-Noise Ratio (PSNR) is 
given by: 

ܴܲܵܰ ൌ 10 logଵ଴ ቆ
݊ܺଶ

ܧܵܯ
ቇ 

where n is the length of the reconstructed signal, X is the 
maximum absolute square value of the signal x and Mean 
Squared Error (MSE) is defined as follows: 

ܧܵܯ ൌ
1
݊
෍ሺݔොሺ݅ሻ െ ሺ݅ሻሻଶݔ
௡

௜ୀଵ

 

where ݔො  is the original speech signal and ݔ  is the 
reconstructed speech signal. 
Numerical results obtained by applying the improved 
method and the classical one (SOM) to dataset of Arabic 
digits are presented in the Table 3. This table list for males 
and females, the Arabic digits, the PSNR (Nmax) calculated 
by a map of Nmax=512 neurons and the PSNR(N) 
calculated  by a new size the map of N=420 neurons which 
determined by the proposed approach. 

Table 3: Results obtained for Arabic digit by both approaches 

 

 
Males Females 

PSNR(Nmax) PSNR(N) PSNR(Nmax) PSNR(N) 

Syfr 0 37.88 37.40 39.43 39.53 

Wahid 1 30.15 29.98 33.97 33.72 

Itnan 2 30.90 30.50 29.83 29.53 

Talat’a 3 33.23 32.71 34.82 34.66 

Arba’a 4 32.32 31.81 35.89 35.61 

Khams’a 5 33.20 32.69 23.41 22.86 

Sit’a 6 36.80 36.74 37.61 37.54 

Seba’a 7 39.05 37.69 32.73 32.66 

Thamni’a 8 35.03 34.27 33.29 33.24 

Tisa’a 9 37.96 37.39 34.98 34.53 

 
Recall that the proposed method contained in additional 
phase; this phase consists to solve the proposed model in 
order to remove the unnecessary neurons from the initial 
map. For example a map of 512 neurons we obtain a map 
of 420, the proposed approach can remove about 30 
neurons from initial map to construct the optimal map for 
the Kohonen network. 
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Fig. 7: Comparison between both approaches for the PSNR Females. 

Fig. 7 and Fig. 8 show the PSNR comparison of Arabic 
Digits for the Females and the males between both 
algorithms, classical and proposed algorithm. We can see 
that the PSNR very close between both approaches. But 
proposed method can reduce the number of neurons and 
the training time. 
 

 
Fig. 8: Comparison between both approaches for the PSNR Males. 

From a numerical point of view, our method permits to 
determine the optimal codebook from the optimal size of 
map. This optimal codebook gives same quality than the 
classical method, but with less compression time and 
reduces the memory space to store this codebook. Our 
method can also accelerate the phase of compression and 
decompression of a speech. 

7. Conclusion 

In this paper, we have proposed a new modeling for the 
Self Organizing Maps architecture optimization problems 
in terms of a mixed-integer nonlinear problem with linear 
constraints. The Genetic Algorithm (GA) is especially 
appropriate to obtain the optimal solution of the nonlinear 
problem. This method is tested to determine the optimal 
number of artificial neurons in the Kohonen map and the 
most favorable weights matrix.  
This method has been compared to speech compression 
problem using a datasets of Arabic digit. The obtained 
results demonstrate the performance of the proposed 
method. The robustness of the proposed method to 
compress the speech is provided by the optimization of 
Kohonen architecture which determines the optimal 
codebook. In the next works, we will use exact approaches 
to resolve this problem and determine the optimal solution 
for the optimization of neural networks architectures. The 
proposed method can be applied to solve the pattern 
recognition problems, speech recognition problems and 
image compression problems. 
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