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Abstract  
Continuous speech recognition is a multileveled pattern 
recognition task, which includes speech segmentation, 
classification, feature extraction and pattern recognition. 
In our work, a blind speech segmentation procedure was 
used to segment the continuously spoken Bangla 
sentences into words/sub-words like units using the end-
point detection technique. These segmented words were 
classified according to the number of syllables and the 
sizes of the segmented words. MFCC signal analysis 
technique was used to extract the features of speech 
words, which including windowing. The developed 
system achieved the segmentation accuracy rate at about 
98% and total 24 sub-classes of segmented words with 
MFCC features. 
Keywords: Segmentation, Feature Extraction, Speech 
Classification, MFCC and Windowing. 

1. Introduction 

Speech can be used as a useful interface to interact 
with the machine. Speech processing is very much 
important in many fields and disciplines including 
acoustics, digital signal processing, pattern 
classification, linguistics, physiology, hearing, 
neuroscience, and computer science [1]. A vast 
majority of the currently available speech 
processing systems, including, medium to large 
vocabulary speech recognition systems [2, 3], 
speaker recognition systems [4, 5, 6], and language 
identification systems [7], are designed based on 
sub-word acoustic units. Speech recognition is very 
popular field of research and we have a continuous 
effort to develop a Bangla speech recognition 
system in which the robots will able to speak and 
understand Bangla speech to consolidate the 
relationship between robots and human beings. 
This work is a part of that effort. 

2. Speech Segmentation 

Sentence segmentation is very helpful in many 
applications, such as speech summarization [8], 
video summarization [9], speech document 

indexing and retrieval [10]. In general, there are 
two kinds of segmentation [11]. One is phonemic 
segmentation, which segments speech into 
phonemes and other is syllable-like unit 
segmentation, which segments speech into 
syllables, sub-words or words.  

In our work, a blind speech segmentation 
procedure was used that allows a speech sample to 
be segmented into words/sub-word units without 
the knowledge of any linguistic information (such 
as, orthographic or phonetic transcription). This 
was done by using end-point detection technique 
[12] which detects the proper start and end points 
of the speech events. The start and end points are 
detected by tracing abrupt change of the data 
sequence, which is greater or less than a given 
threshold. Figure-1 shows the start and end points 
of four words within the sentence 

. 
This method has some complexities. First is that 
the word boundaries are very unclear in continuous 
speech. Second is that the effects due to co-
articulation [13]

 

are much stronger in continuous 
speech. Third are stresses in articulation, particular 
words in a sentence and even some particular 
syllables in a word are often emphasized, while 
others are poorly articulated. To avoid these 
complexities, the articulation of continuous speech 
is such that there is sufficient pause between 
speech words as shown in Figure-1. 

3. Speech Words Classification 

Classification means collection of segmented 
words and sub-words into different classes based 
on some properties. In this research, an effort was 
made to categorize the segmented words and sub-
words according to the number of syllables and the 
length of segmented units[12]. 
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Figure-1. The start and end points of words in the continuous 

speech . 

 

3.1. Syllable-based classification 

In the first-level of classification, named syllable-
based classification, three different classes were 
formed according to the number of syllables of the 
segmented word.  Table-1 shows this type of 
classification and Table-2 shows the example of 
classified words. The wave shapes of some 
classified speech words are shown in Figure-2. The 
algorithm for syllable-based classification is given 
below. 

Syllable-based classification Algorithm: 

1. Select a segmented word, W[i]; 
2. Calculate the number of gaps 

within W[i] and set this number 
into Ng; 

3. (i)  If Ng =1 then: 
Select a class c1; 
Assign the segmented word 

W[i] to class C1; 
(ii) Else If Ng =2 then: 

Select a class c2; 
Assign the segmented word 

W[i] to class C2; 
(ii) Else: 

Select a class c3; 
Assign the segmented word 

W[i] to class C3; 
4. Repeat the above steps for all 

segmented words; 

 

 

 

 

 

 

 

Table-1. Syllable-based classes 

Name of 
Classes 

Contents 

Class-1 (C1) Segmented words of mono-
syllable 

Class-2 (C2) Segmented words of di-syllables 
Class-3 (C3) Segmented words of tri or more 

syllables 

 

Table-2. Some classified Bangla words 

Words of Class-1 

Words of Class-2 

Words of Class-3 
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(a) Mono-syllabic word has no gaps 

 
(b) Di-syllabic word  has a single gap 

 
(c). Tri-syllabic word  has two gaps 

Figure - 2. Examples of syllable-based classified words 

 
3.2. Length-based classification 

In the second-level of classification, named length-
based classification, words of each three main 
classes are distributed among the eight different 
sub-classes according to the length/size of the 
segmented words. So, after classification 24 sub-
classes are found. Table-3 shows this type of 
classification. The algorithm for length-based 
classification is given below. 
 Length-based classification algorithm: 

1. Select a class, Ck; 
2. Select a segmented word, w[i] 

from ck; 
3. Calculate the length (N) of 

w[i]; 

4. (i)  If N<=2000 then: 
Select a sub-class sck1; 
Assign the word W[i] to sub-
class sck1; 

(ii) Else If N>2000 AND N<=3000 then: 
Select a sub-class sck2; 
Assign the word W[i] to sub-
class sck2; 

(iii) Else If N>3000 AND N<=4000 then: 
Select a sub-class sck3; 
Assign the word W[i] to sub-
class sck3; 

(iv) Else If N>4000 AND N<=5000 then: 
Select a sub-class sck4; 
Assign the word W[i] to sub-
class sck4; 

(v) Else If N>5000 AND N<=6000 then: 
  Select a sub-class sck5; 

Assign the word W[i] to sub-
class sck5; 

(vi) Else If N>6000 AND N<=7000 then: 
Select a sub-class sck6; 
Assign the word W[i] to sub-
class sck6; 

(vii) Else If N>7000 AND N<=8000 then: 
Select a sub-class sck7; 
Assign the word W[i] to sub-
class sck7; 

(viii) Else: 
Select a sub-class sck8; 
Assign the word W[i] to sub-
class sck8; 

5. Repeat the above steps for all 
segmented words; 

 

Table-3. Length-based classes for a class Ck 

Name of 
Sub-classes 

Word Length 
(Samples) 

Sub-class-1 (SCk1) up to 2000 
Sub-class-2 (SCk2) 2001 to 3000 
Sub-class-3 (SCk3) 3001 to 4000 
Sub-class-4 (SCk4) 4001 to 5000 
Sub-class-5 (SCk5) 5001 to 6000 
Sub-class-6 (SCk6) 6001 to 7000 
Sub-class-7 (SCk7) 7001 to 8000 
Sub-class-8 (SCk8) Greater than 8000 

 

Figure – 3. MFCC feature extraction process 
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Figure – 4. Computation of MFCC feature 

4. Feature Extraction 

Feature extraction converts the speech waveform to 
some type of parametric representation (a 
collection of meaningful features). A good feature 
may produce a good result for any recognition 
system. MFCC is the stronger feature for Bangla 
speech recognition [14] and was used in this 
research. The process of MFCC feature extraction 
is sown in the Figure-3. Now, we shall explain the 
step-by-step computation of MFCC in this section. 

5. Mel Frequency Cepstrum Coefficient (MFCC)  

The signal is cut into short overlapping frames, and 
for each frame, a feature vector is is computed, 
which consists of Mel Frequency Cepstrum 
Coefficients. The cepstrum is the inverse Fourier 
transform of the log-spectrum. Thus, the 
computation of MFCC [15] includes a series of 
operations e.g. Fast Fourier Transform (FFT), Mel 
frequency warping, Logs of power and Discrete 
Cosine Transform (DCT), as shown in Figure-4. 

5.1. Pre-emphasis 

The speech signal s(n) is sent to a high-pass filter, 
s2(n) = s(n) - a*s(n-1), where s2(n) is the output 
signal and the value of a is usually between 0.9 and 
1.0. In our research we used         a = 0.98. The 
goal of pre-emphasis is to compensate the high-
frequency part that was suppressed during the 
sound production mechanism of humans. The 
speech after pre-emphasis sounds became sharper 
with a smaller volume. 

5.2. Frame blocking 

The input speech signal is segmented into frames 
of 20~30 ms with optional overlap of 1/3~1/2 of 
the frame size. Usually the frame size (in terms of 
sample points) is equal power of two in order to 
facilitate the use of FFT. If this is not the case, we 
need to do zero padding to the nearest length of 
power of two.  

5.3. Windowing 

In windowing, each data frame has to be multiplied 
with a window function [16] in order to keep the 
continuity of the first and the last points in the 
frame. If the signal in a frame is denoted by s(n), n 
= 0,…N-1, then the signal after windowing is 
s(n)*w(n), where w(n) is the window function. In 
our research, we used different types of window 
functions, such as Hamming, Hanning, 
Rectangular, Bohman, Trangle, Welch, Kaiser and 

Blackman windows. In general, the Hanning 
window is satisfactory in 95% of cases. It has good 
frequency resolution and reduced spectral leakage. 
If you do not know the nature of the signal but you 
want to apply a smoothing window, start with the 
Hanning window.  

For n = 0, 1, 2, …, N – 1, where N is the length of 
the window, the following equations define various 
windowing functions. 
The equation for the Hanning window is  

N

n
nw

2
cos5.05.0)(    . 

The equation for Hamming window is 

N

n
nw

2
cos46.054.0)(  . 

The equation for rectangular window is w(n) = 1.0. 
The equation for Bohman window is 

 
The equation for Parzen window is 
 
      
 
 
The equation for the triangle window is  

N
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


2
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The equation for the Welch window is  
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The equation for the Blackman window is 

 
We implemented the above windowing function in 
C++ for extracting features from speech words. 

5.4. Fast Fourier Transform (FFT) 

A Fast Fourier transform (FFT) is an efficient 
algorithm to compute the Discrete Fourier 
Transform (DFT) and its inverse. An FFT 
computes the DFT and produces exactly the same 
result as evaluating the DFT definition directly; the 
only difference is that an FFT is much faster. 
Let x0, ...., xN-1 be complex numbers. The DFT is 
defined by the formula 

 
Evaluating this definition directly requires O(N2) 
operations: there are N outputs Xk, and each output 
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requires a sum of N terms. An FFT is any method 
to compute the same results in O(N log N) 
operations. In our research, a well-known split-
radix FFT (RS-FFT) algorithm [17] was used. This 
is a divide and conquer algorithm that recursively 
breaks down a DFT of any composite size N = 
N1N2 into many smaller DFTs of sizes N1 and N2, 
along with O(N) multiplications by complex roots 
of unity traditionally called twiddle factors [18]. 

When we perform FFT on a frame, we assume that 
the signal within a frame is periodic, and 
continuous. If this is not the case, we can still 
perform FFT but the incontinuity at the frame's first 
and last points is likely to introduce undesirable 
effects in the frequency response which is known 
as spectral leakage [19]. To overcome this problem, 
we can use windowing (discussed above) before 
performing FFT. 

6. Experimental Results 

In this experiment, 120 Bangla spoken sentences, 
which contain 758 speech words, were originated 
from 6 male speakers. Therefore, the speech 
database contains 720 speech sentences with 4,548 
words. The segmentation result for these 6 speakers 
is shown in    Figure-5. The developed system 
achieved the average segmentation accuracy of 
98.48%. After segmentation, the test database 
contains properly segmented 4224 words, 704 
words for each speaker. 

The segmented words were the input of the 
classification program. In the first-level of 
classification, the program received the segmented 
words as input and produced 3 different classes of 
words as output, based on the number of syllables. 
In the second-level of classification, words from 3 
main classes were distributed among 8 different 
sub-classes, based on the word lengths. After 
classification, 24 different sub-classes were 
obtained. The detailed classification results are 
shown in Figure-6 and Figure-7. 

Finally, the feature extraction program received the 
segmented words of each class as input and 
produced MFCC features from these segmented 
words as output. The MFCC feature graphs of 
some segmented speech words are shown in   
Table-4. 
 

 
Figure-5. Segmentation Results 

 

 
(a) Classification result for Class-1 

 
(b) Classification result for Class-2 

 
(c) Classification result for Class-3 

 
Figure-6: Syllable-based classification results of six different 

speakers’s segmented words. 
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(a) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(b) 
 
 
 
 
 
 
 
 
 
 
 
 
 

(c) 
Figure-7. Length-based classification results (a) for CLASS #1 (b) for CLASS #2  and (c) for CLASS #3  
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Table-4. MFCC feature graphs of each segmented word of speech sentence (Azz Aamra Sundar Akti 
Somaz Gore Tulte Pari)” including Hanning and Hamming window functions. 

 
Original Graph of 
Segmented words 

MFCC feature graph including 
Bohman Windowing 

MFCC feature graph including 
Parzen Windowing 

MFCC feature graph including 
Hamming Windowing 

 
Speech word  “ (Azz)”   

 
Speech word  “  (Aamra)”   

 
Speech word  “  (Sundar)” 

 
Speech word  “  (Ak)” 

 
Speech word  “  (Ti)” 

 
Speech word  “  (Somaz)” 

 
Speech word  “  (Gorhe)” 

Table-4 to be continued… 
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Original Graph of 
Segmented words 

MFCC feature graph including 
Bohman Windowing 

MFCC feature graph including 
Parzen Windowing 

MFCC feature graph including 
Hamming Windowing 

 
Speech word  “ (Tulte)” 

 
Speech word  “ (Pari)” 

 

7. Discussion  

In this research, the main goal was to develop a 
system that automatically segments continuous 
Bangla speech, categories segmented words and 
extracts features from segmented words. Among 
the different techniques, the end-point detection 
technique was used for word/sub-words 
segmentation produced very good results. It is seen 
in table-3, the average segmentation accuracy rate 
is 98.48%, and it is quite satisfactory. The 
classification and feature selection is the most 
important factors in designing a speech recognition 
system. From the study of different previous 
research works it was observed that among the 
different features the MFCC produces better results 
in recognition system. Also the selection of a 
window function is not a simple task. Each window 
function has its own characteristics and preferred 
application. 

It was observed that some of the words were not 
segmented properly. It was also observed that same 
words were appeared in different clusters in some 
cases. This is due to some common causes 
frequently occurred in the continuous speech 
recognition system. The utterance of words/ sub-
words differs depending on their position in the 
sentence. The pauses between the words/sub-words 
are not identical in all cases because of the 
variability nature of the speech signals. The other 
important cause is the non-uniform articulation of 
speech. Even for a single speaker it is difficult to 
maintain the uniformity in articulation for the same 
speech. The speech signal is very much sensitive to 
the speaker’s properties such as age, sex, emotion, 
etc., and environment. 

8. Conclusion and Future Research 

We presented a speech recognition front-end that is 
used for segmenting continuous Bangla speech, 
classifying and extracting features from speech 

words. Proper segmentation, classification and 
feature extraction is a crucial task in the 
development of large vocabulary continuous 
speech recognition system. Experiments evaluate 
the proposed approach and each feature set. The 
result is satisfying. It achieves comparable 
accuracy as the method using speech recognition 
but with lower computational cost. The recognition 
task will be done to develop the complete interface 
between robots and human for further research. 
Also, to design more reliable speech recognition 
system, the future researchers should employ more 
speakers of different ages and genders, and 
consider noisy speech data using different speech 
processing and recognition tools like Neural 
Networks, Hidden Markov Model (HMM), and 
Fuzzy Logic. 
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