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Abstract 
Inflation is a major issue to be considered for the development of 
any nation as well as having great influence on worldwide 
economy. In this paper, we present a novel approach to analyze 
inflation data of a given time using HMM. HMM is being used 
for several computational problems in real life applications. 
Although, HMM is not a perfect way to predict future events. 
Here we use HMM, that is trained on the past dataset. The 
trained HMM is used to search for behavioral data pattern from a 
given dataset. Output obtained using HMM are really inspiring 
and HMM offers a new paradigm for inflation analysis. 
Keywords: HMM, Feature Selection, Financial Time series, 
Inflation. 

1. Introduction 

In economics, inflation is a rise in the general level of 
prices of goods and services in an economy over a period 
of time. When the general price level rises, each unit of 
currency buys fewer goods and services. Consequently, 
inflation also reflects an erosion in the purchasing power 
of money – a loss of real value in the internal medium of 
exchange and unit of account in the economy. A chief 
measure of price inflation is the inflation rate, the 
annualized percentage change in a general price index 
(normally the Consumer Price Index) over time. 

Inflation's effects on an economy are various and can 
be simultaneously positive and negative. Negative effects 
of inflation include a decrease in the real value of money 
and other monetary items over time, uncertainty over 
future inflation may discourage investment and savings, 
and high inflation may lead to shortages of goods if 
consumers begin hoarding out of concern that prices will  
 

 
 
increase in the future. Positive effects include ensuring 
central banks can adjust nominal interest rates (intended to 
mitigate recessions), and encouraging investment in non-
monetary capital projects. Economists generally agree that 
high rates of inflation and hyperinflation are caused by an 
excessive growth of the money supply. Views on which 
factors determine low to moderate rates of inflation are 
more varied. Low or moderate inflation may be attributed 
to fluctuations in real demand for goods and services, or 
changes in available supplies such as during scarcities, as 
well as to growth in the money supply. However, the 
consensus view is that a long sustained period of inflation 
is caused by money supply growing faster than the rate of 
economic growth. 

 
A large amount of research work has been done using 
HMM for various real life applications. But to analyze 
inflation for a specific period of time using HMM is a 
novel approach. In this paper, we make use of the well 
established Hidden Markov Model (HMM) technique to 
analyze the inflation scenario for a given dataset. The 
HMMs have been extensively used in the area like speech 
recognition, DNA sequencing, electrical signal prediction 
and digital image processing, etc. Here in our paper, we 
developed a novel way to analyze the inflation of any 
given time. At first we make the dataset discrete from 
continuous and then train the dataset. Finally we analyze 
the dataset to find the various states of HMM. And it 
clearly depicts the inflation fluctuations of that period of 
time. Details of the proposed method are in section 3. 
Section 2 contains a brief overview on HMM; Section 4 
contains the simulation results and we conclude the paper 
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mentioning our future work in Section 5 followed by 
References 

2. Hidden Markov Model 

A Hidden Markov Model (HMM) [12] is a finite state 
machine which has some fixed number of states. It 
provides a probabilistic framework for modeling a time 
series of multivariate observations. Hidden Markov 
models were introduced in the beginning of the 1970’s as 
a tool in speech recognition. This model based on 
statistical methods has become increasingly popular in the 
last several years due to its strong mathematical structure 
and theoretical basis for use in a wide range of 
applications. In recent years researchers proposed HMM 
as a classifier or predictor for speech signal recognition 
[5, 6, 7], DNA sequence analysis [8], handwritten 
characters recognition [9], natural language domains etc. 
It is clear that HMM is a very powerful tool for various 
applications. The advantage of HMM can be summarized 
as: 

- HMM has strong statistical foundation 
- It is able to handle new data robustly 
- Computationally efficient to develop and 

evaluate 
- (due to the existence of established training 
- algorithms). 
- It is able to predict similar patterns 

efficiently [10] 
Rabiner [11] tutorial explains the basics of HMM and 
how it can be used for signal prediction.  Hidden Markov 
Model is characterized by the following : 

1) number of states in the model 
2) number of observation symbols 
3) state transition probabilities 
4) observation emission probability distribution that 
characterizes each state 
5) initial state distribution 

For the rest of this paper the following notations will be 
used regarding HMM 
N = number of states in the model 
M = number of distinct observation symbols per state 
(observation symbols correspond to the physical output 
of the system being modeled) 
T = length of observation sequence 
O = observation sequence, i.e., O1, O2, O3 ,………OT 

Q = state sequence q1, q2, ……., qT in the Markov 
model 
A = {aij} transition matrix, where aij represents the 
transition probability from state i to state j 
B = {bj(Ot)} observation emission matrix, where bj(Ot) 
represent the probability of observing Ot at state j 
 
π = {πi} the prior probability, where πi represent the 

probability of being in state i at the beginning of the 
experiment, i.e., at time t = 1 
λ = (A, B, π) the overall HMM model. 
 
To work with HMM, the following three fundamental 
questions should be resolved 
 
1. Given the model λ= (A, B, π) how do we compute 
P(O| λ), the probability of occurrence of the 
observation sequence O = O1,O2, ….. , OT. 
 
2. Given the observation sequence O and a model λ, 
how do we choose a state sequence q1 , q2 , ….. , qT 
that best explains the observations. 
3. Given the observation sequence O and a space of 
models found by varying the model parameters A, 
B and π, how do we find the model that best 
explains the observed data. 
 
There are established algorithms to solve the above 
questions. In our task we have used the forward-backward 
algorithm to compute the P(O| λ), Viterbi algorithm to 
resolve problem 2, and Baum-Welch algorithm to train 
the HMM. The details of these algorithms are given in the 
tutorial by Rabiner [11]. 
 

3. Proposed Method 

In this section, we discuss the novel method for Inflation 
analysis using HMM as mathematical tool. While 
Implementing HMM, choice of hidden states and 
observation data is a difficult decision. For simplicity, we 
choose inflation rate as observation and change of inflation 
rate as hidden states. 
As our dataset is continuous in nature, we have classified 
inflation rate into 12 ranges for simplicity which is clearly 
shown  Table 1. 
 

Table 1 : Definition of Observation type  

 
Inflation Rate Observation Type 

          Rate  <=  -2 0 
-2 <=  Rate  <=  -1 1 
-1 <=  Rate  <=   0 2 
0 <=  Rate  <=   1 3 
1 <=  Rate  <=   2 4 
2 <=  Rate  <=   3 5 
3 <=  Rate  <=   4 6 
4 <=  Rate  <=   5 7 
5 <=  Rate  <=   6 8 
6 <=  Rate  <=   7 9 
7 <=  Rate  <=   8 10 

          8  <   Rate 11 
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Our goal is to analyze the behavior of change of inflation 
rate, for this, we have considered three states model i.e. 
Increase, Decrease and No change in inflation rate. For 
convenience of graph plotting Increase, Decrease and No 
change state status have been indexed as 0, 1 and 2 
respectively, shown in Table 2. 
 

Table 2 : Hidden State Definition  
 

State number Change of Inflation 
Rate 

0 Increase 
1 Decrease 
2 No change 

 
 
So, S = { Increase , Decrease , No change} 
 
Behavior of inflation rate makes transitions among these 
three states. At the start of each month hidden state status 
is updated. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 1 : Transition between three states 

 
 
For our three-state-model we get nine transition 
probabilities, we define the nine transition probabilities as 
transition matrix representation shown below: 
 
 
A(t) =  Aincrease,increase Aincrease,decrease Aincrease,no change 
  

Adecrease,increase Adecrease,decrease Adecrease,no change 
 
 Ano change,increase Ano change,decrease Ano change,no change 
  
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 2 : Algorithm To Convert Dataset Values Into HMM 
Parameter 

 
Now data values are converted into HMM parameter and it 
is ready for implementation and result. 
 
 

4. Implementation & Simulation Results 

 
To implement HMM, we divide the dataset into two sets, 
Training and Testing. We have focused on the inflation 
behavior of year 2010 and 2011. For this, we fixed our 
testing set size for this two year and calculated different 
hidden state sequences by varying the training set size. 
Result is given in Table 3. 
 
To identify the inflation behavior of the time period Jan 
2010 to Dec 2011 we always used the same testing data. 
The training data is taken from previous years to detect the 
similarities of inflation behavior among previous years. In 
Table 3, training set is increased from 10 to 60 year (In No 
1 to 6 Row) and we can extract that the accuracy degrades 
as time period increases in the backward. We get the 
lowest accuracy when we use data of more previous time 
period ( In No 7 to 8 Row). Further, we experiment with 
the testing data set using training data of previous 
historical decades, i.e. 50’s, 70’s and 90’s decade (In No 9 
to 11 Row) where the result shows 90’s decade inflation 
behavior is more similar than the two. 
  
 

 
 

 
Decrease Increase 

     No 

change 

# Create Observation Type according to Table 1 
# Create Hidden state definition according to Table 2  
For each row of  the data from [13] 

- Find exact range of Observation type of 
inflation rate for each time slot following rules 
given in Table 1. 

 
- Find status of change of inflation rate for 

consecutive time slots and assign a state status 
for each time slot following state definition 
given in Table 2. 

 
#Determination of HMM parameter 
Compute Initial probability Matrix Pi 
Compute Transition Matrix A 
Compute Observation Matrix B 
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Table 3 : Accuracy of HMM for different training data set 

 
# 
no 

Training Set Testing Set Matched 
Accuracy 

(%)
1 Jan 2000 to Dec 2009 Jan 2010 to Dec 2011 87.5 
2 Jan 1990 to Dec 2009 Jan 2010 to Dec 2011 83 
3 Jan 1980 to Dec 2009 Jan 2010 to Dec 2011 82 
4 Jan 1970 to Dec 2009 Jan 2010 to Dec 2011 66.67 
5 Jan 1960 to Dec 2009 Jan 2010 to Dec 2011 79.16 
6 Jan 1950 to Dec 2009 Jan 2010 to Dec 2011 75 
7 Jan 1950 to Dec 1969 Jan 2010 to Dec 2011 62.5 
8 Jan 1934 to Dec 1963 Jan 2010 to Dec 2011 61.5 
9 Jan 1950 to Dec 1959 Jan 2010 to Dec 2011 62 
10 Jan 1970 to Dec 1979 Jan 2010 to Dec 2011 79.22 
11 Jan 1990 to Dec 1999 Jan 2010 to Dec 2011 80 
 
 
Following  figure depicts the inflation analysis for the time 
period of Jan 2010 to Dec 2011. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.3 : Original and Predicted behavior of Inflation change from Jan 2010 
to Dec 2011 

5. Conclusions 

In this paper we used HMM to find out the similarity 
among previous years with the current inflation rates. It is 
a novel approach to easily extract economical information 
for any given time period for any purpose. Here the 
monthly inflation change is analyzed accurately which is 
beneficiary for several aspect of financial analysis. Our 
future work will include the inflation prediction using 

HMM and we believe it will be one of the most efficient 
process to have a control over the economy.  
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