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Abstract 

 
The data streams have recently emerged to address the problems 
of continuous data. Mining with data streams is the process of 
extracting knowledge structures from continuous, rapid data 
records [1]. An important goal in data stream mining is 
generation of compact representation of data. This helps in 
reducing time and space needed for further decision making 
process. 
In this paper we propose a new scheme called Prefix Stream Tree 
(PST) for associative classification. This helps in compact 
storage of data streams. This PSTree is generated in a single 
scan. This tree efficiently discovers the exact set of patterns from 
data streams using sliding window.  
 
Keywords: Data Streams, Data Stream Mining, Association, 
Classification. 

1. Introduction 

In recent years, data streams have become ubiquitous 
because of the large number of applications which 
generate huge volumes of data in an automated way [2]. 
Many existing data mining methods cannot be applied 
directly on data streams because of the fact that, the data 
needs to be mined in single scan. Data streams have 
following characteristics. 

 The data arrives continuously. 
 No assumptions on data stream ordering can be 

made. 
 The memory usage during the mining process 

should be limited. 
 Knowledge must be gained as quickly as 

possible. 
 Each data element should be examined at most 

once and processed as fast as possible because of 
memory limitation. 

 
 
 
Efficiently and effectively capturing knowledge from data 
streams has become very critical with wide spread of 
application areas likes network traffic monitoring, web 
click-stream analysis, market basket data mining, fraud 
detection etc., 
 
Therefore, the processing of data streams needs  

i) To examine each data element of data stream at 
most one time as it is unrealistic to store data 
streams in main memory.  

ii) Each element of it must be processed as fast as 
possible by consuming minimum memory.    

iii) Finally, results generated should be available when 
ever user requests for them. 

2. Preliminaries 

In this section we will be discussing about data stream 
representation, various window models, association, 
classification, associative classification. 

2.1 Data Stream 

Let   nxxx ,....,, 21   be a set of items. A 

transaction  nxxxxTIDT ,...,,, 321 , ix , for 

ni 1 , is a set of items, while n is called the size of 
the transaction, and TID is the unique identifier of the 
transaction.  An itemset is a non-empty set of items. An 
itemset with size m is called an m-itemset. A data stream 

  ,......,2,1D is an infinite sequence of 

batches where each batch Bi contains a set of transactions 

i.e.  ki   ,....., 21 where  
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k > 0. Frequency of itemset X denoted by freq(X) is 
number of transactions that support X in a batch B. 
Support of X denoted by supp(X) is freq(X)/N, where N is 
total number of transactions. X is called as frequent 
itemset if supp(X) >=minSupp, where minSupp is user 
defined minimum threshold support. 
 
2.2 Windowing Model 
 
According to the stream data processing model, the 
research of mining in data streams can be divided into 
three categories: 
i)   Landmark-window based mining [3] 
ii) Damped-window based mining[4]  
iii) Sliding-window based mining [5] as shown in Fig.1.  

 A window is a subsequence between i-th and j-th arrived 
transactions, denoted as 

   jitttjiW jii   ,,....,,, 1 . 

For the window-based approach, we can come up with 
two naive methods [6]: 
1. Regenerate frequent itemsets from the entire window 
whenever a new transaction comes into or an old 
transaction leaves the window. 
2. Store every itemset, frequent or not, in a traditional data 
structure such as the prefix tree, and update its support 
whenever a new transaction comes into or an old 
transaction leaves the window. 
 

 
Fig.1. Various windows used for data  streams 

 
Method 2 is an incremental method, so in this paper, we 
focus on sliding window which is incremental in nature. 
 
2.3  Association 
 
Association deals with finding frequent patterns from 
unstructured, semi structured and structured datasets. It 
also helps in finding the relationships between itemsets. 

Patterns can be itemsets, sequences, sub trees and sub 
graphs depending on mining tasks.  
The FP-growth mining technique [7] is one of the efficient 
mechanisms where the performance gain is based on 
highly compact FP tree structure. This tree is constructed 
by having two database scans and on prior threshold 
knowledge which restrict the usage of FP-tree on data 
streams. So in this paper we use a novel tree structure that 
constructs an FP–tree like compact prefix tree structure 
within a single pass. 
A Prefix-tree [8] is an ordered tree which represents the 
transactions of the streams in a highly compressed form. 
Each read transaction is inserted into the tree in a path. 
Since different transactions can have several common 
items, their paths in the tree will be overlapped. The more 
the paths overlap with one another, the more compact tree 
is achieved.  

For the association rule    generation support, 

confidence and lift are used. 

   Support . 

    |Confidence =

    SupportSupport / .

      SupportSupportLift /

  Support . 

 
2.4 Classification 
 
Classification techniques [9, 10] have attracted the 
attention of researchers due to significance of their 
applications in domains like statistics, pattern recognition, 
machine learning and data mining etc. The applications of 
data stream classification can vary from critical 
geophysical applications [11] to real–time decision 
support and industrial applications [12, 13]. There are 
several potential applications which do work on 
classification.  
 
2.5 Using Association for Classification 
 

Different from traditional algorithms, associative 
classification tries to find meaningful information to meet 
the needs of user association rules from data. In recent 
years, Classification of association rules are applied to 
obtain good results [14]. Classifying a data stream with an 
association classifier is a newly explored area of research. 
The Methodology is illustrated in the Fig.2. We present an 
approach to construct a compact tree for mining class 
association rules. 
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Fig.2. Mechanism of Associative Classification 
 
 

3. Problem Statement 
 
In data stream mining it is unrealistic to store all the data 
in limited memory or even in secondary storage. 
Processing recent data to mine complete set of exact 
frequent itemsets from data streams is another challenge. 
Efficiently updating old data with new data helps in 
reducing the memory usage which indirectly helps in 
increasing the performance. With a single scan of data a 
compact data structure must be built. This compact 
structure will help in having memory and time efficient 
mining. For processing recent data the compact tree 
constructed must be restructured. Motivated by these 
requirements, in this paper, we propose a memory- 
efficient summary data structure called PSTree which 
efficiently addresses all the above. 
 
4. Construction of Compact tree 
 
The PSTree, which we propose is based on prefix tree 
schema. It is an abstract and compact representation of 
data streams. For capturing the recent data stream contents 
the tree uses sliding window. As the window W slides the 
tree is updated. Each time the window W contains equal 
number of batches of transactions. Window slides batch-
by-batch. 
 
4.1 Structure of the Prefix Stream tree 
 

Before discussing the tree construction, we briefly 
describe its structure. The PSTree is made up of nodes. 
First node of the tree is called root node which is referred 
as “null”. Each subsequent node is called as ordinary node 
which represents the itemset and total number of passes 
(i.e., support) for that itemset in the path from the root up 
to that node in the current window.  The end nodes of the 
tree are leaf nodes which contains the support, class label 
and batch counter. 

Hence, two types of nodes are maintained in the tree. The 
structure of non-leaf and leaf nodes is shown in Fig.3. 
 

 
Fig.3. Nodes of PSTree basic structure 
 

A list called itemset list I-list is maintained along with tree 
which contains the support counts of all items and the 
items of tree. 
 

4.2 Phases in construction of the tree 
 
Construction of tree is done using two phases: Insertion 
and Restructuring. Insertion phase captures the stream 
contents into tree based on sorted order I-list.  
 Restructuring phase restructures the tree in descending 
order of frequency from I-list. Restructuring is done after 
inserting a batch of transaction using Insertion phase. 
These two phases are dynamically executed one after the 
other. We use an example to illustrate the tree construction 
in section 4.4. 
 

4.3 Time Complexities 
 
Complexity for construction of the tree using initial 
Insertion phase is always O(nm) where n is the number of 
transactions in a batch and m is the number of items in a 
transaction. 
Irrespective of data distribution the complexity of 
restructuring is always O(nlog2n), where n is the total 
number of items in the list. In the worst case complexity of 
restructuring would be O(mnlog2n), where m is the 
number of paths in the tree and n is average length of 
transactions. 
 
4.4 Construction of tree 
 
Consider the data streams shown in Table 1 which contain 
three attributes, A1 (a1, b1, c1), A2 (a2, b2, c2) and A3 (a3, b3, 
c3) and two classes (y1, y2). Assuming minsupp = 20% and 
minconf = 80%. Taking the help of sliding window for 
two batches where each batch contains two tuples, the 
PSTree is constructed using the concept of prefix tree. 
Initially a batch of two tuples is inserted using Insertion 
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phase along with maintenance of itemset list I-list. 
Restructuring the tree for Batch-1 according to sorted I-list 
is the next step as shown in Fig.4 and Fig.5. These 
insertion and restructuring phases are repeated one after 
the other for all consecutive batches. If all batches Bj-1, Bj 
in the current window Wi are inserted properly into the 
tree then the window will slide to the next batches Bj, Bj+1. 
While inserting the new batch Bj+1, the oldest batch Bj is 
deleted by changing the batch number as in Fig.6. 
 

 

 
Fig.4. Insertion and Restructuring Phase for Batch-1 

 

 
 

 
Fig.5. Insertion and Restructuring Phase for Batch-2 

 

 
Fig.6. Methodology for extracting old Batch details 
 

The tree is refreshed all the time as the window slides so 
that ready-to-mine platform with the exact information 
about frequent itemsets along with rules is provided for 
the current window.  In cases where a rule item is 
associated with multiple classes, only the class with the 
largest frequency is considered. 
Restructuring of the tree can be done using either Path 
Adjusting method or Branch Sorting method proposed by 
[15] [16].  
When all the frequent itemsets are obtained, using bottom-
up FP-Growth mining technique, confidence of the 
various rules is calculated and is sorted in the memory. 
For every request for classification the classifier will 
predict the class label of the tuple from the recent frequent 
itemsets.  
 
5. Conclusions 
 
    In this paper we introduced a concept for classification 
based on association. We used a PSTree which was 
constructed using the concept of prefix tree and was 
restructured to handle the stream data. The constructed 
tree is a compact tree which reduces the memory 
consumption. It helps in finding exact set of recent 
frequent itemsets and predicts the class label for the 
requested tuple. 
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