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Abstract 
An important issue in the analysis of 
two-dimensional electrophoresis 
images is the detection and 
quantification of protein spots. The 
main challenges in the segmentation of 
2DGE images are to separate 
overlapping protein spots correctly and 
to find the abundance of weak protein 
spots. To enable comparison of protein 
patterns between different samples, it 
is necessary to match the patterns so 
that homologous spots are identified. 
In this paper, we describe a new robust 
technique to segment and model the 
different spots present in the gels. The 
Watershed segmentation algorithm is 
modified to handle the problem of over 
segmentation by initially partitioning 
the image to mosaic regions using the 
composition of fuzzy relations. The 
experimental results showed the 
effectiveness of the proposed algorithm 
to overcome the over segmentation 
problem associated with the available 
algorithm. We also use a wavelet 
denoising function to enhance the 
quality of the segmented image. The 
parameters of the wavelet function are 
obtained using the Genetic Algorithm 
search technique. The results of using 
the denoising function before the 
proposed Fuzzy Watershed 
segmentation algorithm is very 
promising as they are better than those 
without denoising.  
Keywords: Protein Spot Detection, 
Watershed Segmentation, over-
segmentation, Fuzzy Relations 
 

1. Introduction 
 

Two-dimensional gel electrophoresis 
(2-D Gel) enables separation of 
mixtures of proteins due to differences 
in their isoelectric points (pI), in the 
first dimension, and subsequently by 
their molecular weight (MWt) in the 
second dimension. Other techniques 
for protein separation exist, but 
currently 2-D Gel provides the highest 
resolution allowing thousands of 
proteins to be separated. The great 
advantage of this technique is that it 
enables, from very small amounts of 
material, the investigation of the 
protein expression for thousands of 
proteins simultaneously. 

In this paper, the most important 
issues and challenges related to digital 
image analysis of the gel images will 
be addressed, namely the segmentation 
of the images. The watershed 
algorithm was used to segment the 
two-dimensional electrophoresis gel 
(2-D Gel) images. The watershed 
algorithm [1,2,10,11] is very well 
suited for the problem of segmenting 
the different spots in a 2-D gel images, 
because after applying a small mean-
filter, these spots are characterized by a 
monotonic increasing and thereafter 
decreasing shape. In this way it is 
possible to detect the catchment basins 
belonging to the different gel spots. 

This is a very robust approach: 
varying background intensity has no 
influence on the finding of the different 
spot regions. To exclude small regions 
corresponding to background noise, a 
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threshold was chosen for the minimal 
size of the basins. The remaining 
basins delineate the regions of most 
spots. However, some spots overlap in 
such a way that they give rise to only 
one catchment basin, and as a result 
they will be identified as one spot. To 
segment the spots from the 
background, the density peaks in the 
image have to be found. A big 
advantage of this algorithm is that it is 
robust in the sense that it is not 
influenced by a variable background 
(low-frequency variations). 
Unfortunately the watershed algorithm 
suffers from the over segmentation 
problem. In this paper, in order to 
overcome such problem, we propose 
the use of fuzzy notion to the original 
algorithm. The watershed algorithm 
will be preceded by partitioning step to 
the image to convert it to mosaic 
regions using the composition of fuzzy 
relations. Then the watershed 
algorithm is applied to the produced 
mosaic image. The experimental 
results run on a group of protein gel 
images showed the effectiveness of the 
proposed algorithm to overcome the 
over segmentation problem available in 
the original watershed algorithm. 

This paper is organized as 
follows: section 1 presents the 
introduction. Section 2 summarizes the 
background. Section 3 summarizes the 
related work. Section 4 introduces the 
proposed watershed algorithm using 
the composition of fuzzy relation. 
Section 5 shows the software results of 
the proposed algorithm. Section 6 
presents an application of wavelet 
denoising on images before 
segmentation. Section 7 concludes and 
discusses the software results of the 
proposed algorithm. Finally a list of 
references is given. 
 
2. Backgrounds 
 
2.1 The Watershed Algorithm 

The watershed algorithm is a very 
robust for detecting spots, with the 
major advantage that there is no need 
for a background subtraction. 
Regarding this, the major disadvantage 
of the algorithm which is the over 
segmentation must be overcome. 

The Watershed segmentation is a 
technique developed from 
morphological algorithms, which 
follows a geological analogy. The 
image to be segmented can be 
considered as a topographical surface, 
S, where the gray levels or image 
intensities, I(x,y) = I(s) correspond to 
altitude values [14].  

A minimum at an altitude value j, 
jm , in this landscape, is a dip in the 

ground surrounded by strictly higher 
land. A catchment basin, )( j

ii mCB , is 

then the area around the minimum j
im  

in S where water falling on it would 
flow down into the minimum.  

At each pixel where two or more 
catchment basins meet, an imaginary 
'dam' is built. At the end of a recursive 
process, each minimum is surrounded 
by dams, which delimit the associated 
catchment basins. These dams 
correspond to the watersheds of the 
topographical surface WT(S). This 
type of morphological transform can 
also be seen as an edge detector as it 
can naturally identify boundaries of 
objects within an image. 

Image data may be interpreted as a 
topographic surface where the gradient 
image gray-levels represent altitudes.  
Region edges correspond to high 
watersheds and low-gradient region 
interiors correspond to catchment 
basins. 

Catchment basins of the 
topographic surface are homogeneous 
in the sense that all pixels belonging to 
the same catchment basin are 
connected with the basin's region of 
minimum altitude (gray-level) by a 
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simple path of pixels that have 
monotonically decreasing altitude 
(gray-level) along the path. Such 
catchment basins then represent the 
regions of the segmented image. 

Briefly explained, the algorithm 
can be divided into three phases: 
Firstly, all pixels in the gradient image 
G(I) are scanned looking for regional 
minima. Let us define N, the set of 

neighbors, ),( yx  , for a pixel (x,y) in 

G(I). When 8-connectivity is used, x  
= {x - 1, x, x + 1}; y  = {y- 1, y, y + 

1}. If G(x,y) > G ),( yx  x , y    
N(x,y), then G(x,y) is labeled as non-
regional-minima (NRM) and put into a 
first-input–first-output (FIFO) queue 
Q.  

Subsequently, while Q is not 
empty, its first element is popped out. 

Let G ),( yx    be the first output 

element of Q. If the label of G( yx  , ) 

is void, yx  ,   N ),( yx  and G(x,y) = 

G( yx  , ), then the label G( yx  , ) is 

set to NRM and G( yx  , ) is put in Q. 
In a second step, the adjacent 

pixels of the minima found are put into 
an ordered queue (OQ). Starting from 
label i = 1, all pixels in G(I) are 
scanned again. If the label of G(x,y) is 

void, then G(x,y)  iCB  and G(x,y) is 
put in a FIFO queue Q. Again, while Q 
is not empty, its first element is popped 
out.  

Let G ),( yx  be the first output 

element of Q. If the label of G( yx  , ) 

is void, yx  ,   N ),( yx  , then G(
yx  , )   iCB  and G( yx  , ) is put in 

Q; otherwise G( yx  , ) is labeled 
NRM and put in a gray value ordered 
queue OQ. 

In the final stage, pixels in the 
ordered queue with the lowest gray 
value are popped out. Let G(x,y) be the 

first output element of OQ. If label of 

G ),( yx  is void, x , y    N(x,y), then 

G(x,y)  kCB  if G ),( yx   kCB  for k 
= 1,. . . ,i.  

 

2.2 The compositions of fuzzy 
relations 
 
2.2.1 Fuzzy Relations 

A Fuzzy relation generalizes 
classical relation into one that allows 
partial membership and describes a 
relationship that holds between two or 
more objects. 
Example: a fuzzy relation “Friend” 
describes the degree of friendship 
between two persons (in contrast to 
either being friend or not being friend 
in classical relation!) 
A fuzzy relation R is a mapping from the 
Cartesian space X x Y to the interval [0,1], 
where the strength of the mapping is 
expressed by the membership function of 
the relation ),( yxR  

]1,0[:  BAR                                

},,0),(),(),,{(( ByAxyxyxyxR RR  
                      (1) 

2.2.2 The max- min composition of 
Fuzzy Relations 

Two fuzzy relations R and S are 
defined on sets A, B and C. That is, R   A 
× B, S  B × C. The composition SR = 
SR of two relations R and S is expressed 
by the relation from  A to C:                 

For (x, y)   A × B, (y, z)   B × C, 

RS  (x, z) = 

))],(),,([min(max zyyx SR
y

                                 

(2) 

= ))],(),([( zyyx SR
y

                                  

(3) 

                          MS · R = MR · MS 
(matrix notation) (max-min composition) 

IJCSI International Journal of Computer Science Issues, Vol. 9, Issue 2, No 3, March 2012 
ISSN (Online): 1694-0814 
www.IJCSI.org 563

Copyright (c) 2012 International Journal of Computer Science Issues. All Rights Reserved.



 

2.2.3 The max- Product composition 
of Fuzzy Relations 

Two fuzzy relations R and S are 
defined on sets A, B and C. That is, R 
  A × B, S  B × C. The composition 
SR = SR of two relations R and S is 
expressed by the relation from A to C: 

For (x, y)  A × B, (y, z)  B × C, 

RS  (x, z) = )],(),([max zyyx SR
y

                                 

(4) 

                                             = 
))],().,([( zyyx SR

y
                                    

(5) 

                          MS · R = MR · MS 
(matrix notation) (max-product 
composition) 

3. Related Work 
 
In [12], Hoang et al. presented a novel 
approach for protein spot detection, 
which is a marker-free Watershed that 
does not require specification of 
predefined markers for the process of 
finding watershed contour lines. This 
approach includes a selective nonlinear 
filter and pixel intensity distribution 
analysis for removing local minima 
which causes over-segmentation when 
applying watershed transform. It then 
superimposes those true minima over 
the reconstructed gradient image 
before applying Watershed transform 
for spot segmentation. The 
effectiveness of this marker-free 
approach was experimentally 
comparable with other methods. 

In [13], Lin and kuo have 
developed an adaptive mechanism to 
adjust the level of detail and determine 
the threshold value of watershed. The 
over-segmentation drawback is 
overcome by applying directed graph 
version of watershed transform 

algorithm and morphological opening 
operation. Labelling and region 
growing techniques were adapted to 
extracted individual spots features. 

In [14], the watershed algorithm 
was used for spots segmentation in 
2DGE images. But the paper is more 
focused on using the diffusion 
principle in modelling the spots. In 
[15], marker-based watershed 
segmentation methods were used to 
improve the segmentation of the 
protein spots from the varying 
background. In our work, we will 
introduce the notion of fuzzy relations 
to handle the problem of over-
segmentation often produced by the 
watershed algorithm.  
 
4. The proposed Watershed 
algorithm using the composition of 
Fuzzy Relations 
 
In the proposed algorithm, we intend to 
add a new phase before applying the 
Watershed algorithm. This phase is 
considered as a preparation phase that 
transforms the image into mosaic 
image using the notion of the 
composition of fuzzy relations. We call 
the new algorithm fuzzy watershed 
segmentation (FWS) algorithm. 

In our work, we will use two 

relations: 21 RR  . The advantage of 
using only two relations is the ease of 
the algorithm and the elimination of 
redundancy. Moreover, the 
connectivity is an important parameter 
for the watershed algorithm and 
adjusting this parameter before 
applying the algorithm has the 
intention of improving the algorithm 
by simplifying the original image to a 
mosaic image and reducing the error. 
The two relations are defined as 
follows: 
R1 : ix  has 33 neighborhood jx , 

IJCSI International Journal of Computer Science Issues, Vol. 9, Issue 2, No 3, March 2012 
ISSN (Online): 1694-0814 
www.IJCSI.org 564

Copyright (c) 2012 International Journal of Computer Science Issues. All Rights Reserved.



R 2 : jx  has gray value y such that y 

belongs to cluster Z. 

Figure 1 shows the relation R1 as the 
neighborhood of point xi. 

jx  jx  jx  

jx  ix  jx  

jx  jx  jx  

Figure 1: The 33 neighborhood 
pixels 

R1  is a fuzzy relation defined as 
follows: 

)()(),(
1 jijiR xgvxgvxx                                        

(6) 

Where xj is a 3x3 
neighborhood of xi Z is the set of 
clusters initially partitioned as follows: 

nZZZ ,...,, 21 . Each cluster contains 

256/n points defined as Z i  from 
i*256/n to (i+1)*256/n  where i takes 
the values 0,1,…,n and 256 is the 
number of gray level values in the 2D 
gel electrophoresis image. In the 
experiments of the following section 
(section 5), n takes the value 128 
which means reducing the original 
image to "half" of the available gray 
value levels, which yields to more 
simplified mosaic images. 

2R  is a crisp relation defined as 
follows: 

elsewhere

Zxgvif
Zx i

jR








)(

0

1
),(

2
                               

(7) 

The whole procedure of Watershed 
simplification can be reduced to the 
application of the following 
composition rule: 

R1   R2: ix  is connected to jx  and 

jx  belongs to cluster Z. 

In our approach, there is no need to 
apply the Fuzzy C-means algorithm as 
in Patino [3] since it is overhead to do 
clustering before the Watershed. The 
proposed partitioning method is much 
easier and reduces the complexity of 
the algorithm and the labelling is taken 
by maximizing the degree of 
membership values over all clusters, 
i.e, 

),(max 21
1

ioldRR
ZZ

Z

new zxx
i

n




                               

(8) 

Since the second relation 2R  is a 
crisp relation, then the max-min 
composition is equivalent to the max-
product. After partitioning the original 
image to mosaic regions, the watershed 
algorithm can be applied to the 
simplified image and hence reduces the 
over-segmentation problem.

 
We can present the proposed algorithm as in the following steps: 
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The following figure (Figure 2) shows an example of the application of the FWS 
algorithm steps on a 2D gel image.  

5. Experimental results 

The LECB 2-D PAGE gel images 
database is available for public use 
[16,17]. It contains data sets from four 
types of experiments with over 300 gif 
images. We choose randomly seven 
data samples to study the effect of 
applying the new algorithm versus the 

original watershed algorithm. The first 
three data samples are human 
Leukemia data samples then the next 
two data samples are blood 
lymphocytes and the last two data 
samples are for fetal alcohol syndrome. 
An example of one of these samples is 
shown in figure 3.

 

 

 

 

Fuzzy Watershed Based Algorithm (original image, noclstrs) 

Output: segmented image 

1: Initialize clusters Z as equal size of partitions over 256 gray level value in the 

image- where number of partitions is defined by noclstrs 

2: For each pixel, find 

          

)),(),,((min
21

Zxxx jRjiR
ineighborxjx


 

     where )()(),(
1 jijiR xgvxgvxx   and 

elsewhere

Zxgvif
Zx i

jR








)(

0

1
),(

2
  

3: Label pixels by applying the composition of fuzzy relation: 

       ),(max 21
1

ioldRR
ZZ

Z

new zxx
i

n




  

4: Apply the Watershed algorithm to the resulted mosaic image
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interested in improving the over-
segmentation without a serious 
declination in the under segmentation, 
we begin our comparison in this 
section by Einter which measures the 
over-segmentation error. Then, we will 
also measure the under-segmentation 
error (Eintra) to ensure that its values 
are not hardly affected by the 
improvement in the Einter. For 
estimating the values of TH and Z, we 
used ground truth images to know 
appropriate error of the segmentation as in 
[18]. We set the threshold TH = 10 and 
the normalization factor Z = 1000000.  

Table 1: The inter region error (Einter) of the watershed algorithm and the 
Fuzzy watershed algorithm on seven data samples  

Einter of Fuzzy 
watershed 
algorithm 

Einter of 
watershed 
algorithm 

Data 
Sample 

no 

0.05867 0.1323 1 

0.02635 0.17279 2 

0.08236 0.09446 3 

0.02723 0.03317 4 

0.00921 0.09691 5 

0.02121 0.1279 6 

0.01788 0.16179 7 

 

Figure 4: The inter region error (Einter) of the watershed algorithm and the 
Fuzzy watershed algorithm on seven data samples  
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Table 2: The intra region error (Eintra) of the watershed algorithm and the 
Fuzzy watershed algorithm on seven data samples  

Eintra of Fuzzy 
watershed 
algorithm 

Eintra of 
watershed 
algorithm 

Data 
Sample 

no. 

0.9929 0.97531 1 

0.98994 0.99524 2 

0.94678 0.97095 3 

0.98464 0.9857 4 

0.98448 0.96063 5 

0.92159 0.93622 6 

0.94414 0.93098 7 

 

 

Figure 5: The intra region error (Eintra) of the watershed algorithm and the 
Fuzzy watershed algorithm on seven data samples 

The shaded cells in the two tables 1 
and 2 represent the improvement 
caused by the FWS algorithm versus 
the original watershed algorithm. In 
other words, the shaded cells are when 
Einter and the Eintra decrease when 
applying the Fuzzy watershed based 
algorithm versus applying the original 
watershed algorithm. Notice that 
according to the Einter evaluation 
metric, the FWS algorithm had reduced 
the over-segmentation in all seven 
cases (100% success) and the 

improvement reached 14% in data 
samples 2 and 7 . 

Moreover, the Eintra evaluation 
metric, the FWS algorithm enhanced 
the results on 4 data samples from the 
7 data samples (57% of the samples) 
with an average of 3% improvement in 
minimizing error for the 4 samples. In 
case of non-improvement in the other 3 
samples, the difference was 2% in the 
worst case (data sample 5) which 
means that the proposed algorithm was 
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able to detect protein spots more 
precisely than the watershed algorithm. 

We can also observe that in the 
first five data samples, which are data 
for the human leukemia and human 
blood lymphocytes, where exist the 
problems of ghost (weak) spots and 
noisy background, the proposed 
algorithm, compared to the original 
Watershed algorithm, succeeded in 
reducing the problem of over-
segmentation but fails in identifying 
weak spots as in samples 1 and 5.  

For the last two data samples, 
which are the Fetal Alcohol Syndrome, 
where exist the problems of 
contamination of gels and overlapped 
spots, the proposed algorithm, 
compared to the original Watershed 
algorithm, succeeded in reducing the 
problem of over-segmentation but fails 
in identifying overlapped spots as in 
sample 7. 

6. Application of wavelet denoising 
based on genetic algorithm 

Removal of noise is important step in 
order to obtain more accurate data, to 
allow for automatic analysis in high 
throughput proteomics and to 
understand software limitations. 

The denoising methods commonly 
used so far, have the tendency to 
deform the protein spots on the gel to 
the extent that they create extraneous 
spots i.e. artifacts. This is a serious 
problem since insufficient or improper 
denoising affects the whole image 
processing pipeline from its early 
stages. So, it impacts negatively all the 
subsequent processes, such as spot 
detection, spot quantification, as well 
as spot matching across gels. 

In their paper, Soggiu et al [21] 
used the undecimated (redundant) 
discrete wavelet transform to de-noise 
the 2Dgel images. They justified their 
choice of this form of wavelet by their 

saying that dealing with more complex 
data settings might involve non-
orthogonality and the need to shift to 
non-decimated (or stationary) wavelet 
transforms (ndWt). By experimenting 
with different quantile values, they 
were able to interactively explore the 
best threshold for the given 
application. They reported evidence of 
quantile thresholding with variable 
accuracy levels (0.85, 0.99) for health-
disease sample comparisons, and 
between diseased samples. 

We use the genetic algorithm 
(GA) for adjusting the parameters of 
the wavelet function used in the 
denoising of the images, i.e, finding 
the best string that maximizes PSNR. 
In our work, we use the peak signal to 
noise ratio (PSNR) as fitness function, 
and use GA operators, such as 
selection, crossover, mutation, etc., to 
optimize the parameters of wavelet 
transform to improve denoising 
performance. 

The denoising function we are 
going to use is the matlab function 
(wden) which is a one-dimensional 
discrete orthogonal wavelet transform 
function that performs an automatic 
denoising process of a one-
dimensional signal using wavelets. 
This orthogonal function has 4 
parameters which are: TPTR, SORH, 
SCAL, and N with each one having 
some possibilities as follows: 

1- TPTR: a string that contains 
the threshold selection rule: 'heursure' 
which is a heuristic variant of the 
Stein’ Unbiased Risk Estimation 
(SURE)[20], and 'minimaxi' for 
minimax thresholding which uses a 
fixed threshold chosen to yield 
minimax performance for mean square 
error against an ideal procedure. The 
minimax principle is used in statistics 
in order to design estimators. Since the 
denoised signal can be assimilated to 
the estimator of the unknown 
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regression function, the minimax 
estimator is the one that realizes the 
minimum of the maximum mean 
square error obtained for the worst 
function in a given set. We need one 
bit for this value where (0) represents 
'heursure' and (1) represents 
'minimaxi'. 

2- SORH: ('s' or 'h') is for soft 
or hard thresholding where the hard 
thresholding operator is defined as: 

D(U, λ) = U for all |U|> λ                                     
(3.15) 

Hard threshold is a “keep or 
kill” procedure and is more 
intuitively appealing. 

The soft thresholding operator is 
defined as 

D(U, λ) = sgn(U)max(0, |U| - 
λ)                             (3.16) 

Soft thresholding shrinks 
coefficients above the threshold in 
absolute value. 

We need one bit for this value 
where (0) represents soft thresholding 
and (1) represents hard thresholding. 

3- SCAL: defines the 
multiplicative threshold rescaling: 'one' 
for no rescaling and 'sln' (01) for 
rescaling using a single estimation of 
level noise based on first-level 
coefficients and 'mln' (10 or 11) for 
rescaling using level-dependent 
estimation of level noise. 

Wavelets can be realized by 
iteration of filters with rescaling. The 
DWT is computed by successive 
lowpass and highpass filtering of the 
discrete time-domain signal as shown 
in Figure 6.

 

 

Figure 6: Three-level wavelet decomposition tree. 

This is called the Mallat algorithm 
[19] or Mallat-tree decomposition. Its 
significance is in the manner it 
connects the continuous time 
mutiresolution to discrete-time filters. 
In the figure, the signal is denoted by 
the sequence x[n], where n is an 
integer. The low pass filter is denoted 
by G0 while the high pass filter is 
denoted by H0. At each level, the high 
pass filter produces detail information; 
d[n], while the low pass filter 
associated with scaling function 
produces coarse approximations, a[n]. 

We need two bits for this value 
where (00) represents no rescaling, 
(01) represents rescaling using a single 
estimation, (10) and (11) represent 
rescaling using level-dependent 
estimation of level noise. 

4- N: Wavelet decomposition is 
performed at level N such that N=8. 
We need 3 bits (000 represents level 1 
to 111 level 8).  

      So, the string of the GA 
chromosome will be of length 7 bits 
organized as shown in Figure 7. The 
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Figure 7: The intra region error (Eintra) of the Fuzzy watershed 
algorithm with and without denoising on seven data samples 

Table 4: The inter region error (Einter) of the Fuzzy watershed algorithm with 
and without denoising on seven data samples 

Einter 
(with 

denoising) 

Einter 
(without 

denoising) 

Data 
Sample no 

0.15187 0.05867 1 

0.001455 0.02635 2 

0.00102 0.08236 3 

0.0014871 0.02723 4 

0.0015185 0.00921 5 

0.0010123 0.02121 6 

0.00085073 0.01788 7 

 

 

Figure 8: The inter region error (Einter) of the Fuzzy watershed algorithm with 
and without denoising on seven data samples 
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From the previous two tables and 
figures, we can observe that 
performing the wavelet denoising 
step before the segmentation step 
improved the intra and the inter 
region error significantly in most of 
the used samples (only sample 1 
produced worse Einter). The 
improvement in the Eintra (which 
evaluates the under-segmentation 
error) is high in all the seven cases, 
which means (100%) of the cases 
were improved with an improvement 
of about 9.3% as in cases (2,3,4 and 
5) of the error value. This 
improvement means that 
approximately all spots appeared 
clearly in the resulted images.  

      The Einter (which evaluates the 
over-segmentation error) had been 
highly improved in six cases of the 
seven cases i.e the error was 
decreased with a (85.7%) 
improvement from all cases with an 
improvement of 8% as in case 3 of 
the error value.  

We can also observe that in the 
first five data samples which are data 
for the human leukemia and human 
blood lymphocytes where exist the 
problems of ghost (weak) spots and 
noisy background, the application of 
denoising technique before the 
proposed algorithm, comparatively 
with the Fuzzy-Watershed algorithm 
without denoising, succeeded in 
reducing the problem of over-
segmentation and identifying weak 
spots as in all data samples except for 
the first sample. For the last two data 
samples which are the Fetal Alcohol 
Syndrome where exist the problems of 
contamination of gels and overlapped 
spots, the application of denoising 
technique before the proposed 
algorithm, comparatively with the 
Fuzzy-Watershed algorithm without 
denoising, succeeded in reducing the 

problem of over-segmentation and 
identifying overlapped spots. 

 

7. Discussion 

In this work, we presented a new 
algorithm based on the notion of fuzzy 
relations to segment and detect protein 
spots in 2-D gel electrophoresis 
images. This algorithm shows high 
performance and detects the protein 
spots precisely. The new algorithm 
simplifies the original image to a 
mosaic image where applying the 
watershed algorithm, the number of 
catchment basins is reduced and hence 
the problem of over-segmentation is 
handled. Also, we can say that the 
addition of the denoising step yield to 
better results. 

For future work, we suggest the 
development of fuzzy relations to 
obtain better results. The second 
relation can be a fuzzy relation 
defining the degree of membership of 
the grey value to a particular cluster for 
enhancement and improvement of the 
new algorithm. 
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