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Abstract 
There are various kinds of practical implementation issues for the 

HMM. The use of scaling factor is the main issue in HMM 

implementation. The scaling factor is used for obtaining 

smoothened probabilities. The proposed technique called 

Modified Forward-Backward Re-estimation algorithm used to 

recognize speech patterns. The proposed algorithm has shown 

very good recognition accuracy as compared to the conventional 

Forward-Backward Re-estimation algorithm. 

Keywords: Forward-Backward Algorithm; Speech Recognition, 

Parameter Estimation, Viterbi Algorithm, Baum-Welch 

Algorithm. 

1. Introduction 

There was a drastic change in the performance and 

success of automatic speech recognition systems. The 

reason is the use of efficient techniques proposed by the 

researchers time to time. In the early days, the 

conventional approach uses grammars and templates in the 

speech recognition system development. The template 

based approaches are well developed providing the good 

recognition performance but lack of flexibility was the 

limitation. The stochastic approaches called Hidden 

Markov Models (HMM) are the most promising 

techniques for developing speech recognition systems [1]. 

HMM is a statistical model generates the model parameters 

as a collection of values in which the stationary process 

was approximated by Markov model. The HMMs are very 

popular due to its simple structure and ease of use. The 

HMMs key features are its mathematical tractable structure 

useful to characterize the speech signal very efficiently. 

An HMM can be used as a maximum likelihood 

classifier to compute the probability of a sequence of 

words given a sequence of acoustic observations. The 

Forward-Backward recursions were used in HMM as well 

as computations of marginal smoothing probabilities. The 

first application of HMMs was speech recognition. The 

Forward-Backward algorithms are belonging to the general 

class of algorithms and can be operated on sequence 

models. 

There are various practical implementation issues in 

HMM including scaling, multiple observation sequences, 

initial parameter estimates, missing data, and choice of 

model size and type [1, 4]. 

In this paper, the main objective is to solve the scaling 

issue of HMM efficiently using Left-Right model. In the 

paper organization, Section-II explains brief about the 

HMM. Section-III, describes about the Modified Forward-

Backward Re-estimation algorithm. The experimentation 

and their results will be discussed in the Section-IV. The 

conclusion and future work will be explained in Section-V. 

2. Hidden Markov Model [1, 2, 3, 5] 

The HMM are acted as a more controlled approaches 

in the recognition/classification based systems. The HMM 

are the state of art techniques to represent various speech 

units characteristics within the model parameters. The 

HMMs are like Markov Chains in which the output 

symbols and the transitions are probabilistic. The HMMs 

represent speech as a sequence of observation vectors 

derived from a probabilistic function of a first-order 

Markov chain.  In speech recognition, the HMMs would 

output a sequence of n-dimensional real-valued vectors. In 
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each state statistical distribution gives likelihood for each 

observed vector i.e. for each word will have a different 

output distribution. The decoding of the speech means 

computing the most likely word from an unknown 

utterance.  

The HMM are generative models the state space of 

the hidden variables is discrete, while the observations 

themselves can either be discrete generated from a 

categorical distribution or continuous generated from a 

Gaussian distribution. The HMM has two parameters for 

modeling. The joint distribution of observations and 

hidden states means the prior distribution of hidden states 

called transition probabilities and conditional distribution 

of observations given states called emission probabilities. 

In the standard HMM, the algorithm implicitly assumes a 

uniform prior distribution over the transition probabilities. 

The transition probabilities are controlled by the hidden 

states. 

The Left-Right model also known as Bakis model, 

satisfies the property that as time increases the state index 

increases or stays the same i.e. the states proceed from left 

to right. It can easily model signals whose properties 

change over time in a successive manner i.e. speech. The 

fundamental property of all the left-right HMMs is that the 

state transition coefficients have the property  

ijaij ,0  

that is no transitions are allowed to states whose 

indices are lower than the current state. The initial state 

probabilities have the property 

 1,0 ii otherwise 1  

since the state sequence must begin in state 1 and end 

in state N. In Left-Right model additional constraints are 

placed on the state transition coefficients in the form of  

ijaij ,0   

where 2  i.e. no jumps of more than 2 states are 

allowed. The last state in left-right model is specified by 

state transition coefficients are 

Niaa NiNN ,0,1 .  

The constraints are useful to make sure that large 

changes in state indices do not occur. There is no effect on 

the re-estimation procedure due to constraints on left-right 

model because any HMM parameter set to zero throughout 

the re-estimation procedure. 

The goal of HMM parameter estimation is to 

maximize the likelihood of the data under the given 

parameter setting [3]. 

The HMM with discrete probability distributions can 

be denoted as ),,( BA . The HMM has three main 

basic problems, Firstly, the Evaluation problem in which 

given an HMM  and a sequence of observations 

               TooooO ...,,, ,321 ,  

what is the probability of the given observations 

generated by the model, )|{Op ? This problem is 

solved using the Forward-Backward Algorithm. Secondly, 

the decoding problem where given a model  and a 

sequence of observations 

              TooooO ...,,, ,321 ,  

what is the most likely state sequence in the model 

that produced the observations? This problem is solved 

using Viterbi algorithm or using the alternative Viterbi 

algorithm called logarithmic approach. Thirdly, the 

learning problem also called training where given a model 

 and a sequence of observations 

TooooO ...,,, ,321
.  

The model parameters ),,( BA  are adjusted to 

maximize )|{Op  . The problem is solved using Forward-

Backward Re-estimation algorithm. 

 

3. The Modified Forward-Backward Re-

estimation algorithm [7, 8, 9, 11] 

The Forward-Backward algorithm acts as an inference 

algorithm called smoothing based on the principle of 

dynamic programming which efficiently computes the 

probability distribution of all hidden state variables given a 

sequence of observations / emissions. The Forward-

Backward algorithm can be used to find the most likely 

state for any point in time. The Forward-Backward 

algorithm divided into two stages. In the first stage, the 

Forward-Backward algorithm computes a set of forward 

probabilities using auxiliary variable )(it  called forward 

variable. The forward variable defines the probability of 

the partial observation sequence Toooo ...,,, ,321
 
has low 

complexity. It terminates at the state i and the 

mathematical representation is in the form of, 

          )1(}|,,,,{)( 21  iqooopi ttt
 

The recursive function can be written as   

         )2(11,1,)()()(
1

11 
N

i

ijttjt TtNjaiobj                              

where, Njobj jj 1),()( 11
  

where NiiT 1),(  

can be calculated and the required probability is given by, 
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            )3()(}|{
1


N

i

T iOp      

In the second stage, the backward variable )(it is used as 

the probability of the partial observation sequence 

Tttt oooo ...,,, ,321  which is the probability of the 

partial observation sequence from time 1t  to the end, 

given state i at time t  and model . It is mathematically 

represented as, 

         )4(},|,,,{)( 21  iqooopi tTttt  

and for calculating the )(it
 effectively, the representation 

can be given by, 

       
N

j

tjijtt TtNiobaji
1

11 )5(11,1),()()( 

 

where, NiiT 1,1)(  and the required probability is 

given by, 

             )6()()(}|{
1

11 
N

i

ii iobOp                                                

Where 

          )7(1,1},|,{)( )( TtNiiqOpi titt
                         

The following representation used to calculate }|{Op , 

by using both forward and backward variables 

)8()()(}|,{}|{
11


N

i

tt

N

i

t iiiqOpOp

                          

The final probability is computed using the smoothed 

probability values of the forward and backward 

probabilities. 

The smoothed probability values must be scaled and its 

entries sum to 1. These are obtained by applying scaling 

factor. In the standard HMM implementation no need to 

use scaling factor in the logarithmic approach. We are 

proposing to apply scale to the backward probabilities. The 

backward probability vectors actually represent the 

likelihood of each state at time t given the future 

observations. These vectors are proportional to the actual 

backward probabilities and the result has to be scaled an 

additional time. As per many researchers, the forward are 

sufficient to calculate the most likely final state but 

omitting the scaling factor applied on the backward 

probabilities decreases the performance. In the proposed 

experiment the speech recognition accuracy was increased 

by adding scaling factor to the backward probabilities. 

These backward probabilities are combined with the initial 

state vector to provide the most probable initial state for 

given the observations. The forward and backward 

probabilities need only be combined to infer the most 

probable states between the initial and final points.  

The scaling factor can be expressed as 

N

i

t

t

i

c

1

)(

1   

applied with both the forward and backward probabilities. 

By adding scaling factor the expressions becomes 

         )()( ici ttt
and )()( ici ttt

.  

The Baum-Welch algorithms key feature was to provide 

guaranteed convergence. The Baum-Welch algorithm uses 

the optimizing criteria based on the maximum likelihood 

(ML). The ML criteria maximizes the probability of a 

given sequence of observations
wO , belonging to a given 

class w , given the HMM w  of the class w , with respect 

to the parameters of the model w  . This probability is the 

total likelihood of the observations for all classes or words 

and can be expressed mathematically as  

             )9(}|{ w

wOpL     

The ML criterion for one class or word can be written as,  

              )10(}|{ OpL      

However there is no known way to analytically solve for 

the model ),,( BA
,
which maximize the quantity L . 

The model parameters are chosen which are locally 

maximized. The iterative procedure applied derived from 

simple occurrence counting arguments or through calculus 

to maximize the auxiliary quantity  

                    )11(],,{log[},|{),( 
q

qOpOqpQ

 

Where = []. The Baum-Welch algorithm also known as 

Forward-Backward Re-estimation algorithm can be 

described by defining two more auxiliary variables, in 

addition to the forward and backward variables. These 

variables can be expressed in terms of the forward and 

backward variables.  
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The first variable is defined as the probability of being in 

state i  at tt  and in state j at 1tt . This can be 

formally represented as, 

               )12(},|,{),( 1 Ojqiqpji ttt
 

The above expression can be rewritten as, 

           )13(
}|{

}|,,{
),( 1 

Op

Ojqiqp
ji tt

t
 

Using forward and backward variables this can be 

expressed  

as, 

          )14(

)()()(

)()()(
),(

1 1

11

11


N

i

N

j

tjtijt

tjtijt

t

objai

objai
ji   

the second variable is the a posteriori probability, 

                       
)15(},|{)( Oiqpi tt  

that is the probability of being in state i at tt  , given 

the observation sequence and the model. In forward and 

backward variables this can be expressed by, 

                  )16(

)()(

)()(
)(

1


N

i

tt

tt

t

ii

ii
i     

The relationship between )(it  and ),( jit  is given by, 

            )17(1,1),,()(
1


N

j

tt MtNijii  

The parameters of the HMM are updated to maximize the 

quantity of }|{Op in the Baum-Welch learning process. 

The starting model ),,( BA , calculates the s'' „, 

s'' ' and then s'' , s''  . The HMM parameters are 

updated using the following steps known as re-estimation 

formulas.  

             )18(1),(1 Niii
  

 

            )19(1,1,

)(

),(

1

1

1

1 NjNi

i

ji

a
T

t

t

T

t

t

ij

 

 

           )20(1,1,

)(

)(

)(

1

1

MkNj

j

j

kb
T

t

t

T

vo
i

t

j
kt

 

 

The preprocessing part of the system gives out a sequence 

of observation vectors  

              )21(},,,{ 21  NoooO  

The initial observation vector parameter values for each of 

the HMMs are  

           )22(1, Nii  

Lastly, the likelihoods can be calculated using the forward 

and backward variables through the following equation 

         )23()()()( iiiL T

i

ttlikelihood

i  

4. The Experimentation and Results 

The TI46 database [12] is used for experimentation. There 

are 16 speakers from them 8 male speakers and 8 female 

speakers. The numbers of replications are 26 for utterance 

by each person. The total database size is 4160 utterances 

of which1600 samples used for training and remaining 

samples are used for testing of 10 words that are numbers 

in English 1 to 9 and 0 are sampled at a rate of 8000 Hz. A 

vector of 12 Linear Predicting Coding Cepstrum 

coefficients was obtained and provided as an input to 

vector quantization to find codewords for each class. The 

VQ codebook [9, 10] maps each continuous observation 

vector into a discrete codebook index. The vector 

quantized values are provided to Left-Right model for 

modeling. In the recognition phase likelihoods will be 

calculated for matching and recognizing the digits. 
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Table-1 shows the results obtained from Left-Right model 

using 3-states from which we can see that the average 

accuracy is increased by 4% as compared to the proposed 

algorithm. 

 

 

 
Table-1 Accuracy in % for Left-Right model using 3-states. 

 

digits LRfb3 LRmfb3

0 80 100

1 100 100

2 100 100

3 100 100

4 100 93.33

5 100 100

6 86.67 100

7 100 100

8 93.33 93.33

9 86.67 80

Avg 92.67 96.67  
 

Table-2 shows the results obtained from Left-Right model 

using 5-states from which we can see that the average 

accuracy is more compared to the proposed algorithm the 

reason is that the utterances considered in isolation.  

 

 
Table-2 Accuracy in % for Left-Right model using 5-states. 

 

digits LRfb5 LRmfb5

0 93.33 100

1 100 100

2 100 80

3 100 100

4 93.33 93.33

5 93.33 100

6 100 93.33

7 93.33 86.67

8 93.33 80

9 86.67 73.33

Avg 95.33 90.66
 

 

 

Fig. 3 shows the recognition accuracy using Modified 

Forward-Backward Re-estimation algorithm compared 

with the conventional Forward-Backward Re-estimation 

algorithm with 3-states. 
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Fig. 3 The Recognition Accuracy for 3-state Left-Right Model. 

 

 

Fig. 4 shows the recognition accuracy using Modified 

Forward-Backward Re-estimation algorithm compared 

with the conventional Forward-Backward Re-estimation 

algorithm with 5-states. 
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Fig. 4 The Recognition Accuracy for 5-state Left-Right Model. 
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4. Conclusions 

The proposed Modified Forward-Backward Re-estimation 

algorithm has shown improved recognition accuracy as 

compared to conventional Forward-Backward Re-

estimation algorithm using Left-Right model. The 

recognition accuracy is increased by 4% in the 3-state 

model whereas the recognition accuracy of 5-state model 

obtained with the conventional algorithm is more because 

Left-Right model used was single observation sequence. 

The experimentation is done for isolated words which 

requires minimum number of states and hence the 

recognition accuracy for 5-state model constant. The states 

above 5-states can be used in continuous speech 

recognition systems.  
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