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Abstract 
With  the combination of  the model  reference adaptive 
control and  iterative  learning  control, a model 
reference adaptive  iterative  learning  control  
algorithm  was  proposed for a class  of  first order 
linear  time-varying systems which are BIBO stable  
and repeatable in a finite time interval .  By  means of  
Lyapunov  technique ,  an iterative  learning  control  
law  with  adaptive update law for time-varying inertial  
parameter   was derived . The boundedness  can be  
guaranteed for tracking error, parameter errors  and 
control signal , when the number of iteration trends to 
infinite, the tracking error will converge to  zero 
uniformly with respect  to the finite time interval. 
Keywords: linear  time-varying systems,  Iterative 
learning control,   Lyapunov  function,  Adaptive 
update law 

1. Introduction  

Iterative learning control (ILC)  is  a  scheme  that  
learns and improves the performance  of  a system 
when the control  task  repeats  [1]. For  processes 
in repetitive operation mode, e.g., casting[2], 
rapid thermal processing[3], chemical 
polymerization/crystallization[4] industrial  
injection molding[5], ILC has achieved  
remarkable control  performances. In  those  
applications,  different  ILC algorithms,  from  P-
type  ILC  to  higher-order  PD-type  ILC, have  
been explored  and  tested.  The  main  idea  of  
ILC  is  to  incorporate control and error  
information  of  the  previous  iterations  into  the  
control  for the  current iteration so as to  improve  
the  tracking  accuracy,  and  ultimately achieve  
the  desired  control  performance. ILC  is playing 
an  important role in controlling repeatable  
processes  with  parametric  or     non-parametric  
uncertainties  [6].  For  a class of  time-varying 
systems which are BIBO stable and repeatable    
in  a    finite time    interval ,  Frueh[7] proposed   

an adaptive  iterative learning controller with     
parameters  based  on  Lyapunov   stability theory.    
Xu [ 8]  proposed  the  ILC  method  to the   time-
varying systems based on composite energy 
function . The method  is  an  adaptive  iterative    
algorithm  which is applied to the  iterative   field   
and the time-varying systems and they are 
repeatable in a finite time interval.. 
 
In  this  paper,  a  class  of  first order linear   
time-varying  systems   which   are  BIBO   stable     
and  repeatable in a finite time interval. The 

inertial parameter )(ta p and high frequency 

)(tbp are all time-varying. The Adaptive  

Iterative Learning Control  is  given  by  the 
corresponding  model. So the method would 
realize not only the learn of the trajectory, but  
also  of  the  system. By means of Lyapounov  
technique,  an Iterative Learning Control law with 
adaptive update law for time-varying inertial 
parameter and high frequency gain was derived.  

2. Problem  Formulation  

Considering the class of first order linear time-
varying systems which are BIBO stable  and 
repeatable in a finite time interval ],0[ T . 

)1()()()()(
.

tutktytay i
P

i
pp
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             

Where )(ty i
p  and )(tu i  are the output and input 

at time t  of the i th iteration , respectively, 

},,1,0{ Tt   and ,,,2,1,0 ni   

)(),( tkta pP  are unknown bounded time-

varying parameter.  
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Given the desired trajectory )(tym , which is 

generated by the following system over ],0[ T          

)()(
.

trktyay i
m

i
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i

m    , 

 

 where )(tr i  is bounded  continuous input, 

mm ka ,  are constant which are positive. The 

tracking error at i th cycle of Iterative Learning 
Control is denoted by  

)2()()()( tytyte i
m

i
p

i   

 
We assume that the system )1( satisfy the initial 

condition: .i.e.   Ziei ,0)0(  

 
The control target is to find a sequence of 

appropriate control input )(tu i  so that the 

tracking error )()()( tytyte i
m

i
p

i   

converges to zero as the iteration number i  
approaches infinity and to retain all the signals in 
the system bounded. 

3. Adaptive  Iterative   Learning  
Control   and  Convergence  

To  realize the control target, we combined the 
model reference adaptive control and iterative 
learning  control to design the iterative learning 
controller 
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trtktytatu i
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i
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where  )(
^

ta ， )(
^

tb  are i th iteration, which 

updating law as follows: 
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where ,1 2  are positive constants and  

),(0

^

ta )(
1^

tk  are bounded over finite interval  

],0[ T . Differentiating )2(  with t  and 

considering )1(  and )3( ,  is given below 
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tk
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ta
i
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The convergence of the algorithm above is given 
by the following  theorem. 
 
Theorem 1  Considering the system given by )1(  

and the model reference  ,for a finite time interval 

],0[ T  and any , Zi ，the  input reference 

)(tr i  is bounded and continuous . Then  the  

initial condition  Ziei ,0)0( ，the learning 

control law )3( ，and the parameter updating law 

)4( , guarantee that  

 

1) For any , Zi  and ],0[ Tt    , )(te
i

，

)(
~

tk
i

and )(
~

ta
i

are bounded； 

 
 
2) The tracking error converges to zero 

uniformly over the finite time interval 
],0[ T  as i  approaches to infinity; 

 

3) The parameter estimation )(
^

tk
i

 converges to 

)(tk   and )(
^

ta
i

 converges to )(ta   

uniformly  over the finite time interval ],0[ T   

as  i  approaches  to  infinity ,i.e. 

i
lim )(

^

tk
i

= )(tk    and 
i

lim )(
^

ta
i

= )(ta
，
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where )(tk 
， )(ta  are bounded time-varying 

parameter  respectively .  
 

4)  for any , Zi ],0[ Tt  , the control 

signals )(tu i  are bounded。 

Proof：  Define  the  Lyapunov  function as 

)(tW i = ))(( teV i 
t

i
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，                           (6) 

where ))(( teV i = 2))((
2

1
tei

，To facility the 

statement ，  we omit the parameter t  in the 
function as follow .  
 
Define the difference of   Lyapunov functions of 
two iterative learning cycle, adjoining  neighbour  

as ),()()( 1 tWtWtW iii   then 
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Making the parameter adaptive to updating law 
)4(  and the same initial condition, we have  
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Based on the parameter’s adaptive performance to 
the updating law )4( , the  second  and  third  

expression an rewriting as follows  respectively   
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For any , Zi  let Tt  ， we have 
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Therefore  )(TW i  is not increasing along the 

iteration axis, so we can guarantee the )(TW i  

bounded when )(1 TW  is bounded。 

 

For any , Zi and ],0[ Tt  ,We  proove  

that  )(te
i

， )(
~

tk
i

 and )(
~

ta
i

 are bounded 

using mathematical  induction .  At first ,  we 

proof )(
1

te ， )(
1~

tk  and )(
1~

ta  are bounded 
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Since  
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Differentiating )9(  with  t    and  combining  the 

parameter which is adaptive to updating law )4(  

,  we  have   
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Since  
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k  are bounded and  
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)(1 tW  is bounded ， Therefore ,   each   term   

of   )(1 tW    is   bounded ,  so )(
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are  bounded . We also know that )(ty i
m  is 

bounded   by the assumption of continuous input 
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So   )(
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  is  bounded  for  any  ],0[ Tt  . 

Considering    the   same   initial    condition  

 Ziei ,0)0( ,  the initial  value  of   
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 Based  on    the  boundedness  of   )0(iW   and  

)(
.
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  ,  we   have  )(tW i   is   bounded  for  

any   

 Zi     and   any   ],0[ Tt  .    So   each   

term   of   )(tW i   is    bounded  ,   i.e.  )(tei , 
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 and )(
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 are bounded.   Therefore   the   

conclusion  (1)   of    Theorem   1   is   proved .  
 

 
(2) We   prove  the    tracking error converges to 
zero uniformly   over the finite time interval 

],0[ T  as i   approaches  to  infinity. 
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each   term  of   (5)  is   bounded.  Hence   )(
.

te
i

 

is bounded  by   (5)   and   )(tei  is  
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i
lim )(tei =0.                                   (12) 

 
Therefore,  the  tracking  error converges to zero  
uniformly  over  the  finite time interval  ],0[ T   

as i   approaches  to infinity.   The    conclusion   
(2)   of    Theorem   1   is   proved .  
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The    conclusion   (3)    of     Theorem   1   is 
proved . 

(4) Since  )(tei
， )(

~

tk
i

 and  )(
~

ta
i

  are 

bounded   by   (1)   of   this  Theorem   and   

)(tr
i

  and  )(ty i
p   are bounded,   we   easily 

know that  )(tu i  is  bounded  by   (3).  

This  completes   the   proof   of   Theorem  1 .  

4. Conclusion  

With the combination of module reference 
adaptive control and ILC,  a module reference 
adaptive  ILC control  algorithm  was  proposed 
for a class of first order linear time-varying 
systems which are BIBO stable  and repeatable in 
a finite time interval. The  approach  is suitable  to 
control the systems with rapidly time-varying 
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parameters.  The boundedness  can be  guaranteed 
for tracking error, parameter errors  and control 
signal , when the number of iteration trends to 
infinite, the tracking error will converge to  zero 
uniformly with respect  to the finite time interval.  
The  approach   can  be  extended to the class  of  
higher  order linear  time-varying systems  which 
are BIBO stable  and repeatable in a finite time 
interval. 

Acknowledgment 

This research was partially supported by National 
Basic Research Program of China (973 Program) 
(2012CB720000) and National Nature Science 
Foundation of China (61104187), Natural Science 
Foundation of Shandong Province in  China 
(BS2009SF017), Technology development project 
of   colleges and universities of Shan Dong 
(J10LA57) and reward fund for outstanding young 
and middle-aged scientists of Shan Dong 
(BS2011DX011). The authors would like to thank 
the referee for the encouraging comments. 
 

Refrences: 
[1]  D.A.  Bristow,  M.  Tharayil,  A.G.  Alleyne, “ A  

survey  of  iterative  learning  control”, IEEE 
Control   Syst.  Mag.   Vol. 26 , No.3,  2006,  pp. 
96–114. 

 [2]  B.  You,  M.  Kim,  D.  Lee,  et  al.,  “Iterative  
learning  control  of  molten  steel  level in  a 
continuous  casting  process”,  Control  Eng. 
Practice   Vol. 19, No. 3 ,  2011,   pp:.234–242. 

[3]  J.H.  Lee,  K.S.  Lee,  “Iterative  learning  control  
applied  to  batch  processes:  an overview”,  
Control  Eng.  Practice   Vol. 15, 2007,  pp.1306–
1318. 

[4]  A.  Tang,  D.  Xiao,  Z.Z.  Mao,  “Batch-to-batch  
iterative  learning  control  of  a  batch 
polymerization  process  based  on  online  
sequential  extreme  learning  machine”, Indus.  
Eng.  Chem.  Res.  Vol. 48 , No. 24, 2009,     pp.    
11108–11114. 

[5]  J.  Shi,  F.  Gao,  T.J.  Wu,  “Robust  design  of  
integrated  feedback  and  iterative  learning 

control  of  a  batch  process  based  on  a  2D  Roesser  
system”,   J.  Process  Control    Vol. 15 , No.  8,  
2005, pp.  907–924. 

 [6] Y. Wang,  F. Gao, F.J. Doyle  III, “ Survey  on 
iterative   learning  control, repetitive control, and  
run-to-run”  control, J.  Process  Control  Vol. 19 ,  
2009,  pp. 1589–1600. 

[7] French M,  Rogers  E, “ Non-linear iterative 
learning  by  an   adaptive  Lyapunov  technique”  
Int. J.  Control , Vol.  73 , No.10, 2000, pp. 840-
850. 

[8]  Xu J.X , Tan  Y. “A  composite  energy function-
based on learning control approach  for nonlinear 

systems  with  time-varying parametric 
uncertainties” IEEE Trans on Automatic  Control,  
Vol.  47, No. 11, pp. 1940-1945. 

[9]   Chi J Y, Lee J. S，“Adaptive  iterative learning  of 
uncertain robotic systems” IEEE  Proceedings:  
Control  Theory and Applications  

       Vol. 147, No.2,  pp. 217-223.  
 
 
Dr. Jianmin Xing received the Ph.D. degree in School 
of Mathematics from Shandong University  in 2007. he is 
a lecturer at  Qingdao University of Science & 
Technology. His interests are in modle-free control  and  
Iterative  learning  control 
Dr. Wei  Shao received the Ph.D. degree in aircraft 
design from the Harbin Institute of Technology, in 2009. 
Currently, he is a lecturer at Qingdao University of 
Science & Technology. His research interests include 
auto navigation and image processing. 
 
 

IJCSI International Journal of Computer Science Issues, Vol. 9, Issue 5, No 1, September 2012 
ISSN (Online): 1694-0814 
www.IJCSI.org 66

Copyright (c) 2012 International Journal of Computer Science Issues. All Rights Reserved.




