
 

Study of Face Recognition Approach Based on Similarity 

Measures  

Mohamed A. El-Sayed1 and Noha Aboelwafa2 

 
1 Mathematics department, Faculty of Science,  Fayoum University,63514, Fayoum , Egypt 

Assistant professor, Dept of CS, CIT  College, Taif University,21974,Taif, KSA 

 

 
2 Mathematics Department, Faculty of Science, South Valley University,  

Qena, Egypt  
 

 

 

Abstract 

Detecting the similarity of face image aims to determine 

the image of a face for verification purpose of documents 

such as passport, driving license, ID cards, etc. Similarity 

measures are essential to solve many pattern recognition 

problems such as classification, clustering, and retrieval 

problems. There are efforts in finding the appropriate 

measures among such a plethora of choices because it is of 

fundamental importance to solve our problems. A new 

approach for face recognition based on similarity measure 

method is introduced. In addition, We apply various 

measure classes to increase the efficiency of the proposed 

method. Experimental results show that these similarity 

measures can give an useful way for measuring the 

similarity between fuzzy sets.  

Keywords: Algorithms, Image processing, Fuzzy sets, Similarity 

measures, face recognitions. 

1. Introduction 

The text must be in English.  

Measuring the similarity between objects plays an 

important role in many fields of computer science, such as 

image processing, image retrieval, image compression, 

pattern recognition, clustering, and information retrieval 

problems, etc. Objective measures or measures of 

comparison are required to test the performance of 

applying algorithms to an image, to compare the output 

image. Visual tasks are often based on the evaluation of 

similarities between image-objects represented in an 

appropriate feature space. The performance of content-

based query systems depends on the definition of a suitable 

similarity measure [1][2]. 

The interest in the development of content-based image 

retrieval (CBIR) system is increasing because of the 

growth in the number of image databases in many domains 

such as multimedia libraries, medical images and 

geographical information systems. In CBIR systems, the 

comparison of two images is a fundamental operation and 

is rarely made based on exact match. An image can be 

represented by a feature vector, where each element is 

associated to an attribute (or feature) of a image. These 

attributes are represented, in general, by single numerical 

values obtained by feature extractors. The similarity of two 

images is obtained by computing the similarity (or 

dissimilarity) between their feature vectors [3]. 

Several measures have been proposed to measure the 

similarity between fuzzy sets or images [4-11].  

There is no generic method for selecting a suitable  

similarity measure or a distance measure. However, a prior 

information and statistics of features can be used in 

selection or to establish a new measure. Van der Weken et 

al. [12] gave an overview of similarity measures, originally 

introduced to express the degree of comparison between 

fuzzy sets, which can be applied to images. These 

similarity measures are all pixel-based, and have therefore 

not always satisfactory results. To cope with this drawback, 

in [13] they proposed similarity measures based on 

neighborhoods, so that the relevant structures of the images 

are observed better. The authors in [14] reviewed some 

existing similarity measures, showed that these measures 

are not always effective in some cases and illustrated the 

problem in the context of colorectal cancer diagnosis by 

similarity measure between fuzzy rough sets. There are 

several similarity measures that are proposed and used for 

varied purposes, see [15-24]. 

Many method was described and applied using entropy 

types  to handle the face recognition and edge detection 

problems.[25-29]. 

From the scientific and mathematical point of view, 

distance is defined as a quantitative degree of how far 

apart two objects are. Synonyms for distance include 

dissimilarity. Those distance measures satisfying the metric 

properties are simply called metric while other non-metric 

distance measures are occasionally called divergence. 
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Synonyms for similarity include proximity and similarity 

measures are often called similarity coefficients. A distance 

measure and a similarity measure are denoted as dx and sx, 

respectively throughout the rest of the paper. 

In this paper, we propose a novel approach to derive the 

similarity between two images using new similarity 

measure, by representing each numerical value of their 

feature vectors as a fuzzy set, instead of a single value. 

This representation takes into account the uncertainty 

presents in the extraction process of features and 

consequently, increases the precision rate in the image 

retrieval process. In order to test our new approach, we 

used ORL face database and various similarity measures of 

pL metrics for }4,3,2,1{p  and a proposed similarity 

measures. The results obtained by the proposed approach 

present higher performance than the traditional ones. 
 

The rest of this paper is organized as follows: Section 2 

presents the mathematical foundations of fuzzy sets and 

digital images. Sections 3 describes the proposed similarity 

measures and investigating its properties. Experimental 

results on real data are outlined in section 5, and finally, 

the conclusions are given in section 6. 

2. Similarity Measures 

Similarity measure is defined as the distance between 

various data points. The performance of many algorithms 

depends upon selecting a good distance function over input 

data set. While, similarity is a amount that reflects the 

strength of relationship between two data items, 

dissimilarity deals with the measurement of divergence 

between two data items [30-32].  

The theory of  fuzzy sets F(X) was proposed by Zadeh 

[33,5]. A fuzzy set A in a universe X= },...,{ 21 nxxx  is 

characterized by a mapping ]1,0[: XA , which 

associates with every element x in X a degree of 

membership )(xA  of  x in the fuzzy set A. In the 

following, let a= },...,{ 21 naaa  and b= },...,{ 21 nbbb be the 

vector representation of the fuzzy sets A and B respectively, 

where 
ia  and 

ib  are membership values )( iA x  and 

)( jB x  with respect to ix  and jx )...,2,1,0,( nji   

respectively. Furthermore, suppose F(X) be the class of all 

fuzzy sets of  X , )(XFAc  is the complement of 

)(XFA . 

There is no unique definition for the similarity measure, 

but the most common used definition is the following [34-

36] . 

 

 

Definition 2.1 

 A mapping S: [0,1]   )()(  XFSXFS , is said to be 

measures between Fuzzy Sets )(),( XFSBXFSA   if 

),( BAS  satisfies the following  properties: 

 , 1 ),(0:)( 1  BASSP  for all F(x)BA ,  

 , 1),(:)( 2 BASSP  iff BA  

 , ),(),(:)( 3 ABSBASSP   FS(X) A,B  

 :)( 4SP If C BA  for all F(x)  A,B,C then 

              ),(),( CASBAS   and .),(),( CASCBS   

 

Definition 2.2  

If  ),( BAS is similarity measure defined as above, then  

 ),( -1 ),( BASBAd   (1) 

is a distance measure between A and B. 

 

Based on this definition several similarity measures have 

been proposed [4,10]. The first similarity measure is based 

on the fuzzy Minkowski distance 
rd , and the observation 

that the smaller the distance between A, and B, the greater 

the similarity between A, and B. This observation leads to 

the following similarity measure ),(1 BAS  : 

r
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There are other similarity measures which are also based 

on a distance such as ),(2 BAS   and ),(3 BAS . 
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The set-theoretic similarity measures are the most suitable 

for measuring similarity between overlapping fuzzy sets. 

Matching function-based similarity measures are existed 

such as:  
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The larger the value of the above all similarity measures, 

the more the similarity between the fuzzy sets A and B. But, 

with all this number of existed similarity measures, there is 
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not any relation between them. In other words, there are 

not defined operations that control the behavior of these 

measures when they are applied concurrently. 

3. Face Recognition Algorithm 

In this section, we will describe a face recognition 

algorithm using the  neighborhood feature vectors with 

various similarity measures . Automatic face recognition 

systems try to find the identity of a given face image 

according to their memory. The memory of a face 

recognizer is generally simulated by a training set. In this 

paper, our training set consists of features extracted from 

known face images of different persons. Thus, the task of 

the face recognizer is finding most similar feature vector 

among the training set to the feature vector for a given test 

image. Here, we want to recognize the identity of a person 

where his image is given to the system as a test image. 

Let f(x, y) be the gray value of the pixel located at the point 

(x, y). In a digital image of size M×N (M rows, N columns), 

1≤ x ≤ M and 1≤ y ≤N. Also, let f1, f2, …., fn are face 

images in available database.  

In the training phase, we extract feature vectors for each 

image in the training set. Let vk be a training image vector 

of person k which has a pixel resolution of M×N. The 

length of the vector vk will be M×N. Let gk (x, y) be the 

average of the neighborhood of the value located at the 

point (x, y). The average gray value for the 3×3 

neighborhood of each pixel is calculated as: 

              



1

1

1

1

),(
9

1
),(

b

k

a

k byaxfyxg                                           (6) 

while  computing the average gray value, disregard the two 

rows from the top and bottom and two columns from the 

sides. 

In the recognition phase (or testing phase), we give a test 

image j of a known person. As in the training phase, we 

compute the feature vector of this person using the  

neighborhood pixels and obtain vj . In order to identify vj 

,we  compute the similarities between vj  and all of the 

feature vectors vi’s in the training set. The similarity 

between feature vectors can be computed using classic  

metric. The identity of the most similar will act the output 

of the proposed  face recognizer. It stores the labels of 

images which have the largest similarity values of the face 

database, and also values will order in a descending way. 

The proposed algorithm of face recognition based on 

similarity measure classes consists of the following steps: 

(See Figure 1) 

Step1: Read the gray values of face image fi, where 0≤ 

fi(x,y) ≤255,  i=1,2,….,n.   

Step2: Normalize the gray values of face image fi (x, y) 

[0,1]. 

Step3: Compute the average value of the neighborhood gi 

(x, y) of each value fi (x, y). 

Step4: To simplify the calculations ,for each face image, 

we save gi (x, y) as vector vi , i=1,2,….,n. Now we 

have feature space V={v1,v2,…,vn} by repeating of 

steps(1-4). These vectors are corresponding to the 

face images in the database. 

Step5: Randomly, select one face image from the database, 

say fk, 1 ≤ k ≤ n. Then the vector A= vk is 

corresponding to the tested face image.  

Step6:  For all i,  1 ≤ i ≤ n. Calculate  the similarity value 

S(A,B) where B= vi , and store  the label i and its 

S(A,B).  

Step7: Get the index of the largest similarity value ,and 

show its face image.  

Step8: Stop. 

 

 

Fig. 1  Flowchart that illustrate the steps of proposed algorithm for face 

recognition in image sets. 

4.  Results and Discussion 

The previous algorithm is based on the definitions and the 

theorem given in section 3. The current section is divided 

into two subsections. The first subsection explains how the 

proposed algorithm run by a given example. The next 

subsection shows the experimental results with real 
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database, ORL. It present comparative results applied 

many types of similarity measure classes  to determine the 

best similarity measure class.  

4.1 Simple data set 

We will explain the proposed algorithm by using  simple 

face images. For example, let the face data base contains 

ten face images of various persons, P1, P2, P3, …., P10. 

The diagram of the face recognition system that will be 

implemented is shown in Figure 2. Each person in training 

phase has a special feature vector generated by feature 

extractor, B1, B2, B3, …., B10. In the other hand, let A  is a 

feature vector generated by the feature extractor of the test 

image, here let A=v4. Applying one similarity measure 

from the measures in equations (2), , S1 with r=1.  

 

 

Fig.2 Diagram of a face recognizer in the proposed algorithm. 

Table 1: The similarity values of face database and A=v4 

Image P1 P2 P3 P4 P5 

S(A,B) 0.7889 0.8649 0.7934 1 0.8534 

Image P6 P7 P8 P9 P10 

S(A,B) 0.7809 0.8615 0.7713 0.7535 0.7626 

 

The similarity values  of the persons P1, P2, P3, …., P10 

are shown in Table 1.  In this table, the largest similarity 

value is pound between the test image and the image of the 

person P4. According to this value is equal to one , so the 

test image and the  image of P4 are the same. In this way, 

the images of persons, P2, P7, and P5 have the similarity 

values, 0.8649 , 0.8615, and 0.8534, respectively. i.e. P2, 

P7, and P5 are the largest similarities of the test image, 

respectively. In other hand, the  image of person P9 has the 

smallest similarity of  the test image. In this case, the out 

puts of the system are shown in Figure 3. 

 

 

Fig.3 The results of the proposed algorithm on limited data set. 

4.2 Experimental results on ORL database 

There is a well-known face database which can be 

downloadable from the AT&T Laboratories, Cambridge at 

http://www.uk.research.att.com/facedatabase.html. or 

Cambridge University site at http://www.cl.cam.ac.uk/ 

Research/DTG/attarchive/pub/data/. The ORL database 

contains 400 face images from 40 individuals in different 

states. 

The total number of images for each person is 10. None of 

the 10 samples is identical to any other sample. They vary 

in position, rotation, scale and expression. Little variation 

of illumination, slightly different facial expressions and 

details are present in the face images. The changes in 

orientation have been accomplished by rotating the person 

a maximum of 20 degree. For the same subject; each 

person has also changed his/her facial expression in each 

of 10 samples (open/close eye, smiling/not smiling). The 

changes in scale have been achieved by changing the 

distance between the person and the video camera. For 

some individuals, the images were taken at different times, 

varying facial details (glasses/no glasses). Each image was 

digitized and presented by a 92×112 pixel array whose 

gray levels ranged between 0 and 255.See Figure 4. 

To test all images in ORL face database, we run the 

proposed algorithm 400 times. each time with several 

similarity measure such as S1,S2,S3,S4. 

Each individual (or test image) in data base has ten face 

images in different states.  Table 2, shows the test image  
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number and the corresponding number of right similarities 

detected from the ten of actual face images in special 

measure class. For example, the test image of number 1 , the 

system detected 3 similarities images with S1, 4 similarities 

image with S2 and S3 , and 3 similarities images with the 

measure S4. 

 

 

Fig.4  Sample of face images from ORL data set for a particular subject. 

Table 2: Right similarities numbers in ORL face recognized 

Test Image 

No 

Numbers of  right similarities 

images detected 

s1 s2 S3 S4 

1 3 4 4 3 

2 7 7 3 4 

3 6 7 3 4 

4 7 7 6 6 

5 7 7 7 6 

6 6 6 3 4 

7 7 9 7 4 

8 8 9 7 6 

9 8 8 6 6 

10 4 4 3 4 

11 10 10 9 10 

12 10 10 10 10 

13 10 10 10 10 

14 10 10 10 8 

15 10 10 9 10 

16 10 10 9 9 

… … … … … 

400 4 3 3 4 

Average 7.2 7.1 6.7 5.3 

 

Figure 5 summaries the results of Table 2. X-axis 

represents the different types of the similarities measures 

classes . Y-axis represents the average value of  detected 

right images of the same individual through 400 images 

with each type of measures. We note that, the performance 

of Si(A,B) is the same as Si(A,B), i=1,2,3,4. Also, the 

similarity measure class S1 is the best performance, then S1,  

S2, and S3, respectively,  But the measure S4 is the less 

efficient.  

 

 

Fig.5 The performance of Si(A,B) . 

Table 3, shows how many numbers of test images which are 

used with Si of detected 101  numbern   face images 

of the same individual.  For example, In case S1, there are 

67 images, each of them is used as a test image. The used 

similarity here succeed to detect all images(10) of the same 

individual.  Also, there are 65 images succeed to detect 9 

images of the same individual of the test image. Figure 6  

summaries the results in Table 3.  The chart satisfied  the 

previous that the best performance of measures classes is  

S1.  

Table 3: Retrieval Images Numbers 

Similarity 

Measure 

Class 

Images number of the same person 

1 2 3 4 5 6 7 8 9 10 sum 

s1 0 5 6 37 59 46 61 54 65 67 400 

s2 0 5 10 34 63 53 55 54 61 65 400 

s3 2 2 22 46 56 51 63 62 46 50 400 

s4 4 23 41 69 105 54 54 27 8 15 400 

 

 

 

Fig.6  Number of the test images which used to detect individual images. 
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5. Conclusions 

This paper has described an efficient method for face 

recognition based on different types of similarity measures 

of fuzzy sets. The proposed method has been implemented 

and tested on the ORL database with the different classic 

similarity measures. The experimental results are 

explained. The similarity measure based on the fuzzy 

Minkowski distance rd  get better evaluation of the 

similarity between fuzzy sets. The measure, S1 with r=1, 

gives high performance than the studied classical similarity 

measures.  
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